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Preface

The U.S. Army's Information Systems Management Activity
in Ft. Monmouth, NJ, has directed the Institute for Tele-
communication Sciences to conduct an access area character-
ization study, to provide Experimental Integrated Switched
Network experiment design guidance, and to give other types
of engineering support. This report covers Phase A of the
access area characterization study. Recommendations are
included for the development of a characterization model
in Phase B.

Administration and technical monitoring of this study
phase was performed by Mr. R. Annett of the U.S. Army's
Information Systems Management Activity.






TABLE OF CONTENTS

LIST OF FIGURES
LIST OF TABLES
LIST OF ACRONYMS
EXECUTIVE SUMMARY
ABSTRACT

1.

INTRODUCTION
1.1 Approach to Access Area Characterization
1.2 Report Synopsis
THE CURRENT TELECOMMUNICATIONS ENVIRONMENT
2.1 Commercial Networks and Other Nonmilitary Networks
2.2 Military Network Environment
2.3 Schedule of Evolution
MILITARY REQUIREMENTS
3.1 System Attributes
3.2 Classification Viewpoints
3.2.1 The User
3.2.2 The Operator
3.3 Estimation Accuracy for Future Traffic
3.4 Performance Requirements
3.4.1 Analog System Performance Parameters
3.4.2 Assignment of Values to Performance Parameters
3.5 Performance Under Stress
NETWORK ARCHITECTURAL CONCEPTS
4.1 Hierarchal Architectures
4.2 AUTOVON Architecture
4,3 The Structured Configuration
4.4 Control Signaling, User Data, and Network Management
4.5 Long-Haul Transmission Facilities
4.6 Blocking Probabilities in the Access Area
ACCESS AREA CHARACTERIZATION CONCEPTS
5.1 Functional Elements
5.2 Major Cost Elements

Page

vii
xii
Xiv
E-1

10
13
27
42
44
47
50
50
57
62
66
70
72
77
83
83
86
92
94
97
99
104
106
113



TABLE OF CONTENTS (cont'd)

Page

6. ACCESS AREA DEFINING PARAMETERS 117
6.1 Size 117

6.2 Relevant Topologies 126

6.3 Hubs and Switches 133

6.4 AO&M/NM and Control 147

6.5 Automation, Service, and Other Parameters 156

7. CSATS MODEL 166
7.1 Model Description 166

7.2 Limitations and Constraints 173

7.3 Optimization Criteria ' * 179

8.  RECOMMENDATIONS 183
9. REFERENCES 192
APPENDIX A - Skill Levels and Labor Costs 195
APPENDIX B - Traffic at a Local Circuit Switch 209

APPENDIX C - Survivability and Capacity Assignments in the
Structured Configuration 226

vi



Figure
Figure

Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure

Figure

Figure

1-1.

2-1.
2-2.
2-3.
2-4.
2-5.

2-7.
2-8.

2-10.
2-11.
2-12.
2-13.
2-14.

3-1.
3-2.
3-3.
3-4.

3-5.

LIST OF FIGURES

The telecommunications network environment,
postdivestiture.

ITS approach for developing a method for characterizing
access areas.

The seven Regional Holding Companies.

LATA structures and operating companies in New Jersey.
The Public Switched Telephone Network, predivestiture.
The Public Switched Telephone Network, postdivestiture.
The stored-program control network.

Long distance call on the stored-program controlled network.
The Integrated Services Digital Network.

The Federal Telecommunications System access.

The Defense Communication System.

One concept for the Defense Switched Network.

The worldwide digital system architecture.

The Defense Commercial Telecommunications Network.

The Experimental Integrated Switched Network.

Schedule of evolution for military networks.

Basic system service concept.

Service classifications.

Mission categories.

Inter- and intra-area traffic estimates for the DSN in
1990's era.

Largest p values that meet the 10% - within-5-years

objective-versus typical annual growth ranges for A
(analog) and D (digital) services.

vii

Page

15
18
19
20
22
23
25
28
30
34
36
39
41
43
46
55
56

61

64



Figure
Figure

Figure

Figure
Figure
Figure
Figure
Figure

Figure

Figure 4

Figure

Figure
Figure
Figure
Figure
Figure

Figure

Figure
Figure
Figure

Figure

Figure

3-6.
3-7.
3-8.

3-9.
3-10.
4-1.

4-3.
4-4,

4-6.

4-7.
4-8.
4-9.
4-10.
4-11.
4-12.

4-13.

LIST OF FIGURES (cont.)

Performance parameter breakdown.
Structure of proposed measurement standard.

Stress levels and traffic loads for critical users under
stress conditions.

Estimated traffic in CONUS.

Example of one possible traffic scenario on a military post.

A hierarchal switching plan.

Intra- and interexchange network, predivestiture.
Intra- and interexchange network, postdivestiture.
AUTOVON polygrid network with star-connected access.
Star connections to AUTOVON switch at Cedar Brook, NJ.

Grade of service estimates for Cedar Brook parametric in
Erlangs per access trunk.

The general structured configuration.

Structured configuration for DSN access and long-haul.
The number of links required by several common topologies.
Local and regional connectivity.

Relative transmission costs.

Circuit costs per month as a function of distance and
parametric in transmission media.

Access hubs functioning as carrier gateways.
The service domain of a hub switch.
Variety of acceSses through potential access areas.

The triad of functions that are needed for a service
network. :

AO&M as a subset of service provisioning support functions.

viii

Page
67
71

80
81
82
84
85
88
89
90

91
93
95
96
98
100

101
102
105
107

109
m



Figure
Figure

Figure

Figure
Figdre
Figure
Figure
Figure
Figure

Figure
Figure

Figure
Figure

Figure

Figure
Figure

Figure

Figure
Figure

Figure

Figure

5-5.

6-2.

6-3.

6-5.
6-6.
6-7.
6-8.
6-9.

6-11.
6-12.
6-13.

6-14.
6-15.
6-16.

6-17.
6-18.
6-19.

6-20.

LIST OF FIGURES (cont.)

Expanded hierarchal view of}AO&M levels.

 The geography of regional holding companies.

The corporate structure of the Regional Bell Holding
Companies.

The 11 LATA’s’of the State of Indiana (from CCMI, 1985b).
The 10 CCS signal switching regions.

The 10 FTS regions,

The numbers and typical sizes of area coverages.

The subtopology of three administrative layers.

The subtopology of hoda]yfacility and network Tlayers.

The subtopology of maintenance (AO&M) and multivendor
layers.

Rectangular area subdivision (a) and corresponding
cluster points (b).

The principle of triangulation.
Application of triangulation.

Relative future éost forecasts for digital switch
subsystems.

Typical installation of the Remote Switching System (RSS).

The Digital Access and Cross-connect System (DACS).

The pair-gain system implementation as a Subscriber Loop
Carrier (SLC-96).

The issue of mainframe termination sizing and assignments.

Ten-year trends for relative AO&M expenditures.
Commercial hourly pay for installation and maintenance
of various equipments including salary, benefits, and
overhead.

Functional tasks in network administration.

ix

Page
112
119

120
122
123
124
125
127
129

130

132
134
135

140
142
143

144
146
150

151
153



Figure

Figure
Figure
Figure
Figure

Figure

Figure
Figure
Figure

Figure

Figure

Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure

Figure

6-21.
6-22.

6-23.

6-24.

6-25.

7-2.

7-3.

7-4.

7-5.

7-7.
7-8.
8-1.

A-1.
A-2.
A-3.
A-4,
A-5.
B-1.
B-2.
B-3.

LIST OF FIGURES (cont.)

Two types of local area switches.

AO&M regions may be larger with different boundaries from
hub service areas.

Provisioning of survivable and endurable Tocal area grade
of service. .

Installation problems and their resolution for a typical
AA network element.

Partial 1list of operations centers that may be candidates
for future access area automation.

Functional application of the model.

Frequency polygon for alternative configuration costs
(Louthain, et al., 1983).

Optimum configuration for telephone system sites
(Louthain, et al., 1983).

Included and excluded (orphan) remote switches in a service

area of a hub.
Relocation of the hub.

Introduction of additional hubs leads to separate service
areas.

Modification of a hub's service area.

Dissolution of a service area.

The network optimization framework.

Cost isograms for connectivity to existing nodes.
U.S. Civil Service General Schedule salaries.

U.S. Military salaries.

Commercial salaries.

Airman communications operations career field chart.
Composite of mi]itafy, civilian and commercial salaries.
The numbervof lines and trunks.

Approximate offered loads in Erlangs (E).

Mathematical service models.

Page
155

157

159

160

162
169

173

174

176
177

178
180
181
184
190
196
198
199
203
207
210
214
221



LIST OF FIGURES (cont'd)

Page

Figure C-1. The (D,P,) contour as a function of 1ink and node outages. 229

Figure C-2. A sample network and its equivalent topology. 231

Figure C-3. Loop network with uniform Tinks and nodes. 233
Figure C-4. Worst-case probability of blocking for the uniform loop

network with a single link outage. 234

Figure C-5. The mbst severe cuts and bottlenecks in simple networks. 236

Figure C-6. A simplified four-node structured configuration. 239

X1



Table
Table
Table
Table
Table

Table
Table
Table

Table
Table
Table
Table

Table
Table

Table

Table
Table
Table
Table
Table
Table

3-1.
3-2.
3-3.
3-4,

3-5.
3-6.
3-7.

3-8.
3-9.
3-10.
3-11.

6-3.
6-4.

6-6.

LIST OF TABLES

Common Carriers and Their Offered Services
Summary of Requirements Listings and Their Source
Attributes of Communications Networks

Selected Functions and Features

Characteristics of Traffic Generated by Various Types of
Terminals

Estimated Characteristics of Access Areas
1985 Traffic Intensity Estimates

Approximate Mean and Standard Deviation Estimates for
Several Related Growth Factors

Summary of ANS X3.102 Performance Parameters
Analog Service Performance Parameters
Tentative Values for a Digital Service

Typical Ranges of Values for Key Performance Parameters
Analog Sources

Bell System Toll Switching Centers

Major Local Area Cost Elements and Their Estimated Cost
Percentages

Ranking of Major Cost Elements With and Without Extensive
AO&M Automation

Selected Local/Tandem Digital Switching Systems

Selected Integrated Voice/Data (or Analog/Digital) PABX's
Functional Examples of Network Operations

Examples of Work Center Tasks and Staffing

Definitions of the System Acronyms Found in Figure 6-25

Pluses and Minuses of Automation for AA Network AO&M Systems

X1

Page
16
45
48
51

59
60
60

65
69
73
74

75
87

114

116
137
139
148
154
163
165



Table
Table
Table

Table A-2.

Table
Table
Table
Table

Table
Table
Table
Table
Table

7-1.
8-1.
A-1.

A-3.
B-1.
B-2.
B-3.

B-4.
B-5.
B-6.
B-7.
C-1.

LIST OF TABLES (cont.)

Overview of Input Requirements
Recommended CSATS Improvémeﬁts
The Enumeration Equivalence of Private Sector and GS Grades

Air Force Specialty Codes, Their Job Titles, and Civil
Service Equivalents

Military and Civil Ranking as per Base Protocol
Descriptors of Offered Traffic
Potential Blocking Elements at a Local Switch

Line and Trunk Summary for the Local Switch in the Assumed

- Example

Line and Trunk Summary for PBX 1

Line and Trunk Summary for PBX 2
Grade-of-Service Questions at a Class 5 Switch
Examples of Several GOS Estimates

Necessary and Sufficient Link Capacities for Various
Size Networks :

xiii

page
170
186
200

201
202
212
216

218
219
220
223
224

240



LIST OF ACRONYMS

AA Access Area

ACP Action Contro] Point

AFSC Air Force Specialty Code

AIS | Automated Intercept System

AISC Army Information Systems Command

ANS American National Standard

ANSI American National Standards Institute
AO&M Administration, Operations, and Maintenance
ATD Average Tree-Direct

ATRS Automated Trouble Reporting System
AT&T American Telephone and Telegraph

AT&T-C American Telephone and Telegraph Communications

BER Bit Error Rate

BH Busy Hour

BHC Busy Hour Call

BLS Bureau of Labor Statistics
BOC Bell Operating Company

BSTJ Bell System Technical Journal

CAROT Centralized Automatic Reporting On Trunks

CCIS Common Channel Interoffice Signaling

CCITT International Consultative Committee for Telegraph and Telephone
CCS Common Channel Signaling

C-E Communications-Electronics

co Central Office

COM Center of Mass

COMAS Computerized Maintenance and Administrative Support System

Xiv



CONC
CONUS
CPE
CPU
CSATS
CSC
DACS
DAX
DCA
DCO
DCS
DCTN
D&D
DDN
DDS
DEB
DMATS
DNHR
DOD
DRA
DSCS
pSpC
DSN

EADAS
EISN
EMP

LIST OF ACRONYMS (cont'd)

Concentrator

Continental United States

Customer Premise Equipment

Central Processing Unit

Consolidated Service Administrative Telephone System
Civil Service Commission

Digital Access and Cross-connect Systems

See DACS

Defense Communications Agency

Dial Central Office

Defense Communications System

Defense Commercial Telecommunications Network
Deregulation and Divestiture

Defense Digital Network

Dataphone Digital Service

Digital European Backbone

Defense Metropolitan Area Telephone System
Dynamic, Nonhierarchal Routing

Department of Defense

Dynamic Resource Allocation

Defense Satellite Communications System
Direct Service Dialing Capability

Defense Switched Network

Erlang

Engineering and Administration Data Acquisition System
Experimental Integrated Switched Network

ETectromagnetic Pulse

XV



LIST OF ACRONYMS (cont'd)

EO End Office

FCC Federal Communications Commission
FDM Frequency Division Mu]tip]ex

FEMA Federal Emergency Management Agency
M Frequency Modulation

FTS Federal Telecommunications System
GOS Grade of Service

GS General Schedule

GSA General Services Administration
HEMP High-altitude Electromagnetic Pulse
IC Interstate Carrier

IP Intermediate Point

ISDN Integrated Services Digital Network
ITC Independent Telephone Company

ITS Institute for Telecommunication Sciences
LAN Local Area Network

LCR Least Cost Routing

LMOS Loop Maintenance Operation System
MCD Minimum Cost Design

MCI Microwave Communications Incorporated
MFJ Modified Final Judgement

MILDEP Military Department

MLPP Multilevel Priority and Preemption
Mou Memorandum of Understanding

MUX Multiplexer

NATO North Atlantic Treaty Organization
NCC Network Control Center

XVi



LIST OF ACRONYMS (cont'd)

NCP Network Control Point

NM Network Management

NSA National Security Agency

0cC Operations Center

0cC - Other Common Carrier

occs Other Common Carrier System
0&M Operations and Maintenance
PABX Private Automatic Branch Exchange
PANS Peculiar and Nevel Service

PBX Private Branch Exchange

PC Primary Center

PCM Pulse Code Modulation

PIN Personal Identification Number
PLN Private Line Network

POTS Plain 01d Telephone Service

PP Primary Point

PSTN Public Switched Telephone Network
PTT Post, Telephone, and Telegraph
Q0S Quality of Service

RC Regional Center

RHC Regional Holding Company

RLU Remote Line Unit

RP Regional Point

RSS Remote Switching System

RSU Remote Switching Unit

SAS System Analysis Section

SC Sectional Center

Xxvii



SCCS
SDC
SLC
SP
SPC
SPCN
STP
TASC
TC
TCAS
TDAS
TDCS
TNDS
TP
TSPS
USA
USAF
USAIC
VLSI
WWDSA

LIST OF ACRONYMS (cont'd)

Switching Control Center System
Switched Digital Capability

Subscriber Loop Carrier

Sectional Point

Stored Program Control

Stored Program Control Network

Signal Transfer Point
Telecommunications Alarm Surveillance and Control System
Toll Center

T-Carrier Administration System
Traffic Data Administration System
Traffic Data Collection System

Total Network Data System

Toll Point

Traffic Service Position System

United States Army

United States Air Force

United States Army Information Command
Very Large Scale Integration

WorTdwide Digital System Architecture

Xviii



EXECUTIVE SUMMARY

The purpose of this study is to develop methods for chafacterizing
military telecommunications entities known as "access areas" in the Western
Hemisphere. 1In the past, the access areas were typically viewed as commuhities
of users under Military Department (MILDEP) control who share local switching
and transmission facilities and have common access to the long-haul networks
Tike AUTOVON and AUTODIN. In the future, this simplified viewpoint may no
longer apply because the local networks and the Defense Switched Network (DSN)
are evolving into a much more complex structure of multiple networks based on
digital technologies and because deregulation and competition are having an
impact on the postdivestiture environment in ever changing ways.

The current deregulation and postdivestiture situation can be viewed in
either of two ways--as a complex disarray or as an opportunity. We take the
latter view. Deregulated services and customer premises equipment can and should
lead to diversity of services, end-user options, and terminals with greater
survivability. The competing vendors of the industry are bound to come up with
innovative systems at potentially reduced cost. New technologies will lead to
greater hardware and software reliability and, finally, novel features and
functions will provide increased staff productivity.

At the same time, new issues abound. Procurement policies and regulations
require the Department of Defense (DOD) to acquire services on a competitive
basis. The multivendor equipment and automated systems environment complicates
the Administration, Operations, and Maintenance (AO&M) problems. The separation
of access area network and the long-haul network responsibility between the
MILDEPS and Defense Communications Agency (DCA) introduces network management,
control, and restoration problems similar to those in the postdivestiture
commercial sector. There is no'single end-to-end responsibility for the network,
nor any centralized system for overall management and control. In the present
environment, it is difficult to implement a technically sound system concept
that provides for integration of voice, data, and other services. This
separation also complicates the allocation of the total performance budget across
the Tocal and Tong-haul portions of the network.

These dynamic changes, both realized and contemplated, raise questions about
the access area concept. Does any access area concept make sense or benefit the
military? Do we need access areas? How many? How are they to be configured?
Operated? Managed? What affects their size? Survivability? Security? Cost?
What are the staffing requirements?



This report addresses certain of these questions directly, whi]e recommend-
ing procedures for answering others. We must stress that this study does not
recommend any single definition for all access areas. In fact, we have concluded
that there is no fixed structure or universal formalism. Rather, each collection
of posts, camps, stations, air bases, or shipyards has its own unique characteris-
tics based on mission and telecommunications needs. These needs can be perceived
as a combination of three foremost features seen by the users: overall perfor-
mance, survivability, and often the most important item--low cost!

One's ultimate objective may be to develop goal architectures for all access
areas. These architectures provide’the framework for defining standards to access
the long-haul networks, for routing intra- and interarea traffic, and for develop-
ing end-to-end procedures or protocols for data recovery, security, and error con-
trol. A substantial simplification would occur if a single architecture could
satisfy the needs of all locations. For the end user, such a goal architecture
would ideally 1) meet mission requirements including security requirements, 2) meet
both local and long-haul performance objectives, 3) provide survivable/endurable
service, and 4) be cost effective. For the network planner, this goal architecture
would 1) identify locations and types of nodes, and terminals, and specify traffic
intensity with allowance for its growth, 2) assign transmission links including
media types, connectivity, and their capacity, 3) specify control signaling for
switch control, routing, network management, and 4) define interfaces for inter-
access area trunking.

But while quite formidable in complexity, the definition of architectures is
merely the first step in the process. Given the goal architecture, additional
tasks must develop the management plan, the transition plan, and finally the imple-
mentation plan.

When one considers the mission requirements and their effect on telecommuni-
cation features (e.g., on electronic mail) and the functions to be performed by
the network (e.g., preemption), it appears prudent to permit each base to be quite
different from every other base. And even if the feature and function Tists were
1dentica1, the performance requirement numbers, traffic levels, and destination
statistics would differ. It is concluded that there can be no single set of parame-
tric requirements defining every access area.

This report recognizes two broad classes of parameters that pertain to the

access area definition: technical and nontechnical. The nontechnical parameters
have their roots in the national chain of command, the legal--economic, commercial,
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political, and regulatory arenas. Nontechnical items such as the postderegula-
tion and postdivestiture environment are covered in Sections 1 through 3.
Technical system parémeters include the size, topology, switching, concen-
tration, administration, operation, and maintenance. They are discussed in
Sections 4 through 6. |
Our approach to characterizing an access area is best explained with the
diagram below.

SYNTHESIZE [~ EVALUATE
FIXED 'NPUTS> CHOICES > CHOICES
INPUT CONTROL
PREFERRED
VARIABLE CHOICES
INPUTS

Given a set of fixed inputs (e.g., subscriber numbers and locations) and a set of
variable inputs (e.g., candidate hub capacities and locations), one can conceive

a large number of architectural choices for a region. Each choice is evaluated
based on critical factors, such as cost and survivability. New choices are made
by changiné some or all of the input variables until an apparent optimum choice is
synthesized. The values of all the input parameters then define the goal archi-
tecture.

The above is a fairly standard process for selecting optimum alternatives in
any study. The problem is the extremely Targe number of access area related inputs,
both fixed and variable, which prohibits a comprehensive manual assessment. We
recommend that the process be implemented with a fast, automated computer model. We
have explored the possibility of developing such a computer model and, in the process,
have discovered an already existing model that approximates the access area needs.
This, the so called Consolidated Service Administrative Telephone Systems (CSATS)
model, is described in Sections 7 and 8.
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To make any model realistic, certain requirements must be satisfied
or basic assumptions made. Consider the long-haul DSN network, which most Tocal
areas must access. The assumed DSN architecture has important consequences on
the access area characterization. For example, if one assumes that all interaccess
traffic must flow througi? a single gateway to the backbone network, then each
subscriber location (post, camp, or station) must be tree or star connected to the
gateway node, and the problem is reduced to defining the number of nodes, their
locations, and their trunking capacity. If, on the other hand, one assumes a mixed-
media architecture that allows each subscriber location to take maximum advantage
of all available facilities, then optimization of the access area topology and
trunking becomes far more complex.

In the past, néw architectural concepts have focused on economy because the
cost of leased AUTOVON service has continued to rise. One answer to the cost
increases has been to concentrate traffic at selected Tocations and to transmit by
satellite to other similar locations. The reason for this is the recognized fact
that Tong distances and large traffic intensities make transmission via satellite
cost effective. This has resulted in the Defense Commercial Telecommunications
Network (DCTN) currently being developed for use in the Continental United
States (CONUS). The problems with DCTN are three-fold: one is a security
problem (due to the vulnerability of satellite transmissions to eavesdropping),
the second is the communications sensitivity to active interference or jamming,
and the third is a survivability problem (due to the physical vulnerability of
the satellite itself).

We have also assumed that the base commanders must have the choice to control
all of the resources under their commands. This includes all area communications
facilities, the people who operate and control these facilities, the features and
functions they provide, and the direct responsibility of how well they perform.

In the remainder of this summary we present a number of issues and answers
addressed in this study.

Is there a need or an advantage for the access area concept?

0 The individual local areas constitute a diversified group. Their
roles vary widely, thus justifying their individual identity.
0 To execute their missions, area commanders must have unrestricted

control over their military and telecommunications resources.
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A major portion (typically 80%) of the traffic is local. It is
characterized by a particular community of interest and unique
communications requirements.

While some support functions are regional, the majority are per-
formed locally. These are technical and nontechnical, manual
and automated functions needed to support the quality of ser-
vice in a cost-efficient manner.

- How can the access area be defined?

-0

What

As demonstrated, there is a large set of potential parameters

that can be used in defining access areas. A small, workable

subset should be selected from the above.

Among the parameters seen, cost and other nontechnical support
parameters (e.g., military command, multivendor liaison) appear

to have extreme importance.

The tréditiona] technical parameters of network size, topology,
switching hub, Private Branch Exchange (PBX), concentrator, and trans-
mission plant layouts are still major defining tools.

A new and evergrowing entity is automation. It is seen to enter

into the AO&M, as well as into the Network Management (NM), activities.
Automated functions supplant manual functions, require new personnel
skills, and will constitute a key defining parameter in the future.

are considered the most important military network requirements?

This report emphasizes users' needs based on military commanders'
missions as the principal requirement.

The users generate various kinds of traffic. The present and
future statistics of the offered loads represent a critical
factor in network design.

System performance is seen from the user's standpoint. It must
be considered in terms of standard performance parameters.
Network performance under stress can result in both focused and
general overload conditions. Performance under stress is an
essential requirement.
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Where _should the separation between the MILDEPS and DCA occur and what are

their respective responsibilities?

0

No set demarcation point can be defined at this time. The basic
separation is long-haul versus local area traffic. The major or
dominant traffic type in a switch may determine who has AO&M
responsibility for that switch.

How can the conflicting military concerns for survivability and cost be

resolved?

0

A structured configuration is recommended. Faced with facility
outage, such a configuration provides graceful performance
degradation in terms of grade of service.

This configuration is less costly than a polygrid network but
more costly than an ordinary loop or star network.

The method can be applied to both long-haul private Tine networks
and to local access area networks.

As digital systems proliferate and automation for AQ&M functions becomes

feasible,

where should they reside and how would they affect cost?

0

What

The centralized-versus-distributed question bears on survivability.
Centralized functions, however, can be passed to lower levels in a
distributed hierarchy if higher levels become disabled.

Automation is expected to result in net cost savings, largely

due to reduction in personnel.

In the automated world of the future, cost-effective leasing of
AO&M may be available.

are the major networks, existing or contemplated, that affect access

area characterization?

(]

Commercial networks include the Public Switched Telephone Networks
(PSTN), all Common Carriers, the Stored Program Control Network (SPCN),
and the Integrated Services Digital Network (ISDN).

Military networks include the DSN, the DCTN, the Experimental
Integrated Switched Network (EISN), and others to be implemented

as per the Worldwide Digital System Architecture (WWDSA).

For the future, consideration and preparation must be started to
anticipate the impact that ISDN's will have on the access areas,

as well as on the telecommunications world in general.
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How do the advanced digital networks differ from the older analog networks?

0 Network management and control differs considerably in
analog and digital networks. Digital switches are controlled
remotely with separate control networks that perform common
channel signaling. These Common Channel Signaling (CCS) networks
also provide to the user the AO&M and network management functions,
as well as many new features.

0 As digital networks evolve, the integration of voice and data
and possibly video services becomes feasible. The resultant
ISDN is currently being standardized by international standards
organizations.

0 Customer control of network services and feature packages
becomes feasible with digital switches having stored program
control and common channel signaling.

0 Integration of digital transmission and digital switching provides
a potential for new and effective signal encryption systems.

Is there a need for access hubs;j;pllftype switches) or multifunction switches

in every access area?

0 We believe that the computer modeling results will show that this
is not always the case.

0 Some areas may require no hubs, others one or more.

0 Separation distances should be large enough to ensure survival
of at least one hub or accessing switch.

0 Multifunction switches serving the dual role of long-haul access,
tandem, and local area switching may be cost effective only in
certain areas. We recommend a computer model to determine which
areas need multifunction switches.

0 Multifunction switching requirements may change from area to area,
due to traffic loads and the local features and functions needed
to perform the unique military missions.

What architectural concepts are assumed for the long-haul network that area

networks must access?

0 Each group of posts, camps, and stations would access via all
locally available means (satellite, terrestrial, commercial,
and private) and not necessarily through a single hub.
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What

Ultimately the International Consultative Committee for
Telegraph and Telephene (CCITT) No. 7 signaling system would
provide overall network management and control.

Data communications could also be provided over an associated
CCITT No. 7.

is the impact of divestiture, the Computer II Inquiry, and deregulation

on military networks?

0]

What

New features and functions should be optimally used to enhance
productivity.

The potential for greater survivability, lower cost, and more
services should be utilized.

Competitive procurements are now required.

Deregulation leads to a multivendor environment with the resultant
problems of system integration, procurement, and maintenance.
Unless one engages a dedicated broker, there is no single entity
with end-to-end responsibility for the network.

There is no centra1ized means for allocating performance budgets
(i.e., S/N, BER, GOS).

are the final recommendations of this study?

We recommend modification and use of an existing computer model
to optimize local networks.

With proper inputs, this model will provide goal architectures
for the access area networks. It will show locations of hubs,
remote switches, Private Automatic Branch Exchange (PABX's), concentrators,
and interconnection gateways to Tong-haul networks.

Each region in the United States should be individually assessed,
so that commanders obtain a clearly defined long-term plan, a
management plan, a transition plan, and an implementation plan
for achieving the goal architecture.

The estimated time to complete the computer model improvements
and to demonstrate its access area capability is 2 years.
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MILITARY ACCESS AREA CHARACTERIZATION

R. F. Linfield and M. Nesenbergs*

This report addresses the concepts, the justification, and
the eventual configuration of military access areas. Many
factors enter into this access area characterization effort.

The key factors emphasized here are: the current telecommuni-
cations environment in the United States and abroad, the military
(in particular, the U.S. Army) telecommunications requirements,
pertinent architectures of present and future networks, and

the associated major cost elements for access areas. An attempt
is made to define the term "access area" in a quantitative and
unambiguous way. To that end, many defining parameters appear
needed to specify both the facilities and the functional elements
of significance.

The report does not culminate in a particular recommended
definition of access areas. Instead, the report recommends that
automated means (computers and algorithms) be developed and used
for network optimization. The reasons for this conclusion are
elaborated in detail. However, the main features have to do with
the ever-changing complexity, both in the costs, the end-user
requirements, and in the technological world of communications.
Dramatic changes take place repeatedly and create new circum-
stances for access area network designers. To take full advantage
of this dynamic environment, the adequacy of skills and speeds of
the best human experts can be disputed. Furthermore, the methods
should be logically delineated and with repeatable results. To
that end, a network optimization model such as the Consolidated
Service Administrative Telephone System or CSATS, may be considered
for modification and enhancement.

Key words: access area; cost; military communications; network
architecture; performance; switches; traffic

*The authors are with the Institute for Telecommunication Sciences, Netional
Telecommunications and Information Administration, U.S. Department of Commerce,
Boulder, CO 80303.



1. INTRODUCTION

These are tumultuous times for telecommunications. Dynamic changes are
occurring as the entire industry adjusts to recent regulatory actions and
judicial proceedings. At the same time, to add more turmoil, the forces of
change are affecting the underlying technologies as well. A whole new field
of information services that combines office automation, voice/date commu-

nications, voice processing, data processing, and information management, is

becoming available to the user.
Some examples of these forces of change are listed below.

The Modified Final Judgment (MFJ) approved by Judge Green resulted
in the divestiture of American Telephone and Telegraph Co. (AT&T)
from the Bell Operating Companies (BOC's) on January 1, 1984.

The final decision of the Computer II Inquiry has resulted in a
distinction between basic and enhanced services and their regulatory
status.

Recent decisions by the Federal Communications Commission (FCC) have
placed channel termination equipment on the customer premises side of
the network.

Microelectronics and large scale integrated circuitry continue to
lead the general trend toward digitization of the network including
computer controlled switches, digital transmission links, cellular
radio, and common channel signaling.

High capacity transmission facilities use fiber optics, microwaves,
and satellite systems.

Integration of voice, data, and imagery on digital networks
continue and are coupled with an industry-wide merging of

computer processing and communications.

Automated network management and control systems are growing.

These are the major factors causing the changing environment faced by
users of telecommunications. The regulatory environment today for one major

telecommunication industry component, the PSTN, is illustrated in Figure 1,
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The repercussions from the divestiture of the BOC's from AT&T will be felt for
a long time., Before divestiture took effect on January 1, 1984, ubiquitous
service was desirable. This led to the regulated monopoly and subsidized
prices for rural telephones. Today, due to Judge Green's Modified Final
Judgment, local service remains a regulated monopoly. Except for the dominant
carrier, all other telecommunications markets are competitive as shown in
Figure 1.

As one of'the largest telecommunications users, the military departments
are faced with a dilemma--how to meet mission requirements in a multivendor
environment with all the attendant costs of operating and maintaining the
massive network.

While new digital technologies are merging the fields of switching, trans-
mission, and data processing, they are also providing the necessary automation
and integration of network maintenance to make such mergers practical. In fact,
as noted by Joel (1982a), the greatest savings from the application of stored
program controlled electronic switching have, to date, come as the result of the
maintenance advantages realized by the use of modern data processing.

The purpose of the study reported here is to characterize the access area
in this new competitive telecommunications environment. This includes consider-
ations of multivendor switch procurements, increased traffic loads, various
mixtures of satellite and terrestial transmission facilities, and the impact
of automated management and control processors.

1.1 Approach to Access Area Characterization
There are, of course, many ways to define an access area. Some possibilities
are listed below:
- political boundaries (e.g., state lines, counties, LATA's, etc.)

- natural boundaries (e.g., Hawaii)
- communities of interest (e.g., logistics, intelligence)
- regional collection hubs for long-haul concentration of traffic (e.q.,

to be carried on AUTOVON or DCTN)
- AO&M functional regions



- facilities ownership or responsibility (e.g., MILDEP'S or DCA)
- subscriber densities and distributions
- various combinations of the above.

In the past, an access area was usually identified with a geographic region
that includes all posts, camps, and stations that home on an AUTOVON switch.
The access lines for such an area are leased from a common carrier. The
cost is determined by the number, type, and precedence level of 1lines. The
administration of these lines is generally the responsibility of the base com-
manders. Some bases require multiple homing to several AUTOVON switches to
ensure survivability. The AUTOVON network itself is a polygrid of transmission
facilities connecting some 54 switch nodes in the CONUS. This "backbone" network
is managed and controlled by the DCA. AUTOVON uses about 16,500 access lines
between the 54 nodes and 972 subscriber locations. These subscribers generated
about 5000 Erlangs of traffic during peak hours in 1983. Thus in 1983, on the
average, there were approximately 20 subscriber locations per node, with 17
access lines per location carrying 0.3 Erlangs per Tine.

This greatly simplified, AUTOVON based, definition of an access area ignores
many of the attributes listed above. The architecture of the long-haul portion
is expected to change in the near future. The access area subscriber will
undoubtedly be able to access a mixture of transmission media (satellite,
terrestial, public, and private). Individual access choices will be made for
economic reasons and for the appropriate function and service offerings. The
connectivity in the access area itself may incorporate vastly different top-
ologies to connect a variety of switch nodes to concentration points. Both
single- and dual-function switches providing tandem routing functions and
local service features may be used. Hubs may have dual homing and dual access
lines for survivability. At the same time, the AO&M functions can be expected
to change due to operational costs, automation, advanced contro] facilities,
and reconstitution requirements.

Traffic intensity numbers can also be expected to change drastically in the
future. This is because the technology is changing, the regulatory processes are
changing, and the needs of the users are changing. These changes will impact the
way networks and systems are engineered and implemented, and the particular



services they offer. This in turn will affect the type and intensity of traffic

carried.

Some recent service examples include:
video teleconferencing

computer-based conferencing and electronic mail

office automation including personal computers for data processing
and word processing

information services available through remote access
teletext

information management systems.

The impact of these new services within an access area and between access

areas is bound to be substantial. Estimated increases of interarea traffic
range from two to four times that currently carried by AUTOVON, i.e., 10,000 to
20,000 Erlangs. If these 10,000 to 20,000 Erlangs are offered to the DSN long-
haul network, they must be handled by the tandem switches as well as by the long-
haul trunks of the private line, common public, or other common-carrier networks.
The current U.S. policy encouraging deregulation of the industry and the
recent judicial proceedings resulting in the divestiture of 21 BOC's from AT&T
have raised a number of issues that must also be considered when characterizing

access

areas. Some pertinent issues are listed below:

There is no longer a central network manager providing end-to-end
service of overall network management or control.

Government system acquisition practices must follow the competitive
procurement processes.

It is difficult to acquire a technically sound, traffic engineering
justified, totally integrated system in this environment.



How does one assess and account for all of these factors to characterize
the access area? There have been a number of studies attempted, but the changing
‘environment has made them obsolete in a short time. The ideal approach would
permit the inclusion of these changes as they occur and so that the character-
ization is continually updated. This leads to a computer modeling approach.

Our approach is illustrated in Figure 1-2. We begin by reviewing and
assessing preceding work, including access area studies by GTE, AT&T, CSC, and
Mitre Corporation. Based on these works and knowledge about the current state
of regulatory and judicial actions, we must acknowledge certain limitations and
constraints over which one has no control. We may also make certain basic assump-
tions. One critical assumption concerns the DSN architecture, which is presented
and discussed in Section 4. With this initial background information we can define
a number of the access area parameters that are unlikely to change, at least not
rapidly. This includes items such as total number of subscribers, their location
distributions, quality of service requirements, traffic projections, and cost
estimates including tariffs. These items become fixed or predefined inputs to
our initial access area characterization. At the same time, a set of variable
inputs is developed. The variable parameters include items like concentration
hub candidate locations, coverage area, stress level prerequisites, AO&M, and
capacity of transmission facilities. These are the parameters that ultimately
characterize the technical access area. A given set of values for each variable
characterizes an alternative that can be evaluated using criteria such as cost,
risk, performance, and transition ability. Based on this evaluation, the variable
parameters are changed so that the relative merits of several access area alter-
natives can be assessed and an optimum alternative selected. This procedure is
represented in Figure 1-2 by the selection feedback loop.

It became apparent as the work progressed that the structural approach
jllustrated by Figure 1-2 rapidly becomes too complex. However, there is a
possibility that it could be modeled using a computer. While exploring this
approach we discovered that similar modeling work has already been done at .

Ft. Huachuca for a somewhat different purpose--namely, for the CSATS model. This
model was developed for the purpose of optimizing networks that are to be
consolidated under a single management structure. The consolidation is to take
place in Timited geographic areas with high traffic density such as in metro-
politan environments. The mathematical problem is very similar to access area
consolidation but on a smaller scale. Our approach, then, was to examine this CSATS
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model in detail and to recommend what and how modifications should be made so
that this model could be applied to access area modeling. '

1.2 Report Synopsis

Section 2, beginning with pertinent U.S. policy objectives, describes the
telecommunications environment that exists in this country today. Commercial and
other nonmilitary networks are described including the planned ISDN that is being
standardized for and by the international community. Next, a sequence of existing
and planned military networks is presented along with the expected schedule of
their evolution. This same section covers the current structure of the divested
BOC's and describes how the common-carrier services differ from the local-carrier
services.

Section 3 addresses the military requirements for telecommunications with
emphasis on telephone service. Features seen by the user and functions per-
formed by the network range from Plain 01d Telephone Service (POTS) to Peculiar
And Novel Services (PANS), Tike multilevel precedence and preemption. Any mili-
tary network must be capable of surviving certain stress conditions. These
stress levels and their potential impact on network configuration are discussed.

We noted previously that an access area characterization study must make
certain basic assumptions. In section 4 we describe the architectural concepts
in use today and introduce a structured configuration, which is an architectural
network concept with enhanced survivability.

Section 5 is concerned with the access area itself, including its facilities,
the functions performed, and a description of the major cost elements.

Section 6 describes in detail the parameters that can serve to define an
access area. The list includes size considerations, topology, AO&M, and switching.
These are parameters that can be altered in many ways. In order to assess optimum
access area concepts we explore in Section 7 an already existing computer modeling
concept. The finally recommended plan to modify this concept is given fn Section 8.

Appendices are included to explore certain topics in more depth. They
include:

A. Skill Levels and Labor Costs

B Traffic at a Local Circuit Switch

C. Proposed Memorandum of Understanding

D Survivability and Capacity Assignments in the Structured Configuration



2. THE CURRENT TELECOMMUNICATIONS ENVIRONMENT

Before describing the network environment that exists today, it is useful
to first ascertain objectives or goals that underlie all telecommunications
policy making in the United States. Perhaps the most fundamental principle is
the First Amendment of the Constitution and its interpretations. For example,
in 1969 the U.S. Supreme Court noted that "It is the purpose of the First Amend-
ment to preserve an uninhibited marketplace of ideas in which truth will ulti-
mately prevail."

This inherently implies public exposure to diverse sources of information
using multiple forms of communication media, i.e., radio, TV, telephone, etc.
The public need to expand and to protect the diversity of information flow
was recognized by the Congress when it passed the Communications Act of 1934,
enabling the FCC to oversee its progress. A .primary objective of this Act
was to provide "a rapid, efficient nation-wide and world-wide wire and radio
communication service, with adequate facilities" made available "to all of
the people of the United States at reasonable charges."

There have been different views on how this so-called universal, affordable,
service could be obtained. In 1934 a primary goal was to expand POTS to
more and more users. The provisions of communication service were regulated
by the FCC on the assumption that telephone service would best serve the public
as a monopoly. In this way, savings accrued from combining and controlling
the large-scale facilities by a single entity. In addition to the advantage
of these so-called "economies of scale,”" the concept of universal, affordable
telephone service led to a principle for rate averaging. The more profitable
high-traffic portions of the network would subsidize the Tow-traffic portions
and thereby make service available to almost everyone at a price all could
afford. By the mid-1960's, POTS was generally so available and new goals were
established--namely to add new features and functions, thereby permitting an
even greater diversity of message content, transmission services, and terminals.

Beginning with the now famous Carterfone Decision in 1968 and culminating with
an equipment registration program that allows consumers to connect their own equip-
ment to the network, if that equipment conforms to certain technical standards, the
FCC has consciously followed a policy of promoting competition in the terminal
equipment market. The terminal equipment market's competitive potential is
reflected today by the fact that there are hundreds of manufacturers and suppliers
of all kinds of devices to connect to the network.
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The growth of the specialized common carrier industry began in 1963 when
Microwave Communications Incorporated (MCI) first filed for permission to con-
struct a long-distance microwave system from St. Louis to Chicago. Six years
later, a landmark decision by the FCC permitted MCI to begin construction and
this was followed a short time later by many other applicants.

At about this same time (mid-1960's), the computer industry was developing
the technology that would permit computer time-sharing and remote access via
telecommunications. This required more efficient communications facilities and
different terminal equipment. The FCC initiated what became known as the First
Computer Inquiry to explore the issues and to assess the regulatory impact of
interfacing computers with communications and of allowing common carriers to
offer data processing services. It concluded that the transmission of data and
the processing of data were separable and that data processing should not be
regulated. However, by the mid-1970's the distinction between processing and
communications became blurred as these two information industries converged.
Electronic digital switches with stored-program control became common and so
did widely distributed computer networks. It was apparent that regulation based
on a dichotomy between processing and communication was no Tonger feasible.

In the final decision following a Second Computer Inquiry in 1980, the
FCC adopted a regulatory distinction based on two types of service, basic and
enhanced, rather than the type of technology involved. Basic services
furnished by the dominant carrier, AT&T, were to be regulated, enhanced services
would be unregulated. Basic services were defined by the Commission as follows:

A basic transmission service is one that is limited to the common
carrier offering of transmission capacity for the movement of information.

In offering the capacity, a communications path is provided for the analog

or digital transmission of voice, data, video, etc., information. Different

types of basic services are offered by carriers depending on a) the band-
width desired, b) the analog and/or digital capabilities of the transmis-
sion medium, c) the fidelity, distortion, or other conditioning parameters
of the communications channel to achieve a specified transmission quality,
and d) the amount of transmission delay acceptable to the user. Under these

criteria a subscriber is afforded the transmission capacity to suit its par-
ticular communicaton needs.

The Commission defined an "enhanced service" as follows:
The term "enhanced service" shall refer to services, offered over

common carrier transmission facilities used in interstate communications,
which employ computer processing applications that act on the format, content,
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code, protocol, or similar aspects of the subscriber's transmitted

information; provide the subscriber additional, different or

restructured information; or involve subscriber interaction with

stored information.

The Commission permitted AT&T to offer enhanced services and Customer
Premises Equipment (CPE) on a nontariffed, competitive basis provided they did
so through a fully separate subsidiary to ensure that there is no cross-subsidy
between the regulated and unregulated business. This separate subsidiary today
is known as AT&T Information Systems.

Another conclusion of Computer II was that all CPE's should be detariffed
and separated from a carrier's basic transmission service. The Commission
arrived at this conclusion because they "repeatedly found that competition in
the equipment market has stimulated innovation on affording the public a wider
range of terminal choices at Tower costs."

v For two decades the concept of enhancing competition to provide market-
place regulation by reducing Government involvement has been the philosophy of
the FCC, the Congress, and the Justice Department. This was further demon-
strated in 1982 when Congress introduced two bills (S898 and HR5158) to rewrite
the Communications Act of 1934, and by the Justice Department's settlement of
their antitrust suit against AT&T. Although the reWrite bills did not pass,
they probably influenced the settlement of the antitrust suit, which resulted in
a major restructuring of the industry under the terms of a modified final judg-
ment by Judge Greene (1982). AT&T was directed to divest itself from its 19
BOC's by January 1984. The BOC's would provide Tocal telephone exchange service
but not long-distance service. They can market and sell terminal equipment but
cannot manufacture such equipment. They must provide "equal access" to all
long-distance carriers. AT&T, in addition to providing long-distance service,
can also enter the data-processing field. This Tatter service had been denied
previously by a 1956 Consent Decree that prohibited AT&T from entering the
unregulated telecommunications business. AT&T cannot, however, enter the
electronic publishing business (e.g., information such as news, weather, or
sports disseminated through electronic means Tike videotex). This latter
restriction will be reviewed in 7 years to assess its competitive status.

The restructuring of the dominant carrier in this way is intended to have major
consequences on the industry by reducing many of the entry barriers to new
competitors,
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Based on this background some general principles underlying U.S. Commu-
nications policy can now be given. The basic premise is that information,
ideas, and their means of dissemination should be available to the American
people from as many sources as possible. Emphasis is to promote a compet-
jtive marketplace for greater diversity and economic efficiency. To enhance
the freedom of choice the public policy should::

- Use market forces wherever possible to displace regu]atbry control.

- Ensure equal access protection to information service‘providers,
in particular, to afford reasonable opportunity for conflicting
viewpoints to be heard.
- Maintain corporate separation between information providers and
information carriers.
- Promote effective competition by eliminating barriers to those seek-
ing to enter the market.
The old objective of universal, affordable service is not abandoned. However,
new objectives are added, namely: efficiency, innovation, and diversity, all
based on a compétitive environment where cuStomers' needs are expressed in the
marketplace and where price is more directly related to cost.
With these objectives in mind, one is now in a position to review the tele-
communication network environment as it exists in the United States today.

2.1 Commercial Networks and Other Nonmilitary Networks

The  commercial networks in the United States include both voice and data
networks commonly known as the Public Switched Networks. The dominant carrier
in the United States has been the AT&T's PSTN. These networks are discussed
in more detail in the following paragraphs. The PSTN (including the Independents)
is of particular interest because it is so vast and encompasses most of the
populated regions of the country. Because of its ubiquitous nature, the PSTN
is considered a key support element for the DSN.
The Public Switched Telephone Networks

The PSTN is largely owned and operated by the AT&T and the BOC's. With
roughly $150 billion in total assets and over a million employees, AT&T and the
BOC's serve 150 million of the 187 million telephone subscribers or about 80%
of all the subscriber Tines. The other 20% are served by about 1500 independent
telephone companies of which the four largest (General Telephone, United
Telephone, Continental Telephone, and Central Telephone & Utilities) each boast
over one million subscribers.
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Since the divestiture of AT&T, the remaining former 19 BOC's have been
associated into 7 Regional Holding Companies (RHC's) as shown in Figure 2-1.

AT&T itself has been reorganized into two major entities: AT&T Communica-
tions (AT&T-C) for the regulated side of the business, and AT&T Technologies for
the unregulated side.

The long-distance or toll traffic in the United States is carried by AT&T
Communications and around a dozen Other Common Carriers (0CC). While the
coverage of the AT&T-C is nearly nationwide, the OCC's tend to serve selected
locations. The same observation pertains to offered services. While AT&T
offers the Tongest Tist bf services, the offerings of the OCC's are more
selective. The situation is summarized in Table 2-1. There is a great variety
of services buried in such a table, especially under the heading Other, where
such services as Facsimile, Video, Electronic Mail, Telemetry, and so forth
are found. What the table neglects to clearly emphasize is the dominant size
of AT&T Communications.

According to available data from May 1977, the OCC's share in the U.S. toll
network amounts to 5% of all wire miles, 3% of all coaxial cable miles, 10% of
all microwave relay miles, and roughly 1% of all 4 kHz or 64 kb/s carrier channel
miles. In the intervening years the 0CC percentages have grown somewhat, but in
all likelihood they have not doubled.

Another fact that Table 2-1 fails to illustrate is the massive role of tele-
phone voice traffic by itself and the provisioning of voice grade connectivity
for various subscriber selected uses, such as quasi-data services. Over the past
decade the percentage of nontelephony subscribers has gradually increased and may
be approaching 10%. In other words, 90% or so of all subscriber terminals are for
voice.

In summary, the main bulk of telecommunications services in the United States
is POTS. It is provided (owned, operated, administered, installed, engineered,
and researched) by what used to be one large company. The long haul traffic
needs are largely served by AT&T Communications, the dominant carrier regulated
by the FCC. Access to the dominant carrier and to other common carriers is via
seven RHC's that cover the continental United States.

These RHC's are, in turn, divided into over 180 Tocal access and transport
areas of LATA's. There may be anywhere from 1 to 15 LATA's per state. LATA
boundaries are insensitive to area‘codes and state Tines. Each LATA is a
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Table 2-1. Common Carriers and Their Offered Services

Interstate Common Carrier

Private Line

Measured Use

Voice Data Other Voice Data Other
American Satellite X X X
Company
AT&T Communications X X X X X X
GTE Telenet ‘X X
Graphnet X
MCI Communications X X X X X
RCA American X X X X
Communications
Satellite Business X X
Systems
Southern Pacific X X X ¥ X
Communications
TYMNET X X
United States
Transmission Systems X X X X
(ITT)
Western
Telecommunications X X
Incorporated
Western Union Telegraph X X X X X

Company
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geographically defined area of service responsibility. Intra-LATA traffic is
handled by a BOC. Inter-LATA traffic must be handled by competing interstate
carriers (IC's) on an equal-opportunity basis. Since intra-LATA and inter-LATA
traffic often uses the same switch on a shared basis, the dominant user is
assigned ownership and responsibility for that switch. The boundaries of the
four LATA's of New Jersey are shown in Figure 2-2.

In each LATA there can be many exchange areas or zones. Each zone has one
or more wire centers that contain one or more central switches. One wire cen-
ter.in each zone has been designated as the primary routing point or rate center.
These rate centers are assigned vertical and horizontal coordinates for use in
determining the mileage-dependent interexchange costs. |

Competing carriers in a given area will have a number of switches that
interconnect to the BOC end offices. Today these access circuits for the OCC's
commonly terminate as lines on the end-office switch as illustrated in Figure 2-3.
Using multifrequency, dual-tone dialing, AT&T access terminates as the customer
dials seven digits for the desired OCC, waits for a second dial tone, and then
dials a personal identification number. This OCC procedure is definitely
inferior to that of AT&T customers who merely dial a 7- or 10-digit number.

At present time the BOC's are required to provide equal access to all
competing carriers, partially by September 1, 1984, one-third by September 1,
1985, and everywhere (except for the mechanical switching arrangements) by 1986.
Under this equal-access arrangement the OCC's will be connected to the trunk
side of the end-office switch as illustrated in Figure 2-4. With so provided
equal access, customers can have all inter-LATA calls handled by the carrier
they choose. In all cases they merely dial a 7- or 10-digit number. Since connec-
tions are on the trunk side of the switch, the Personal Identification Number (PIN)
is automatically known and answer supervision is provided. Customers may also
override their regular carrier choice by dialing a T10XXX access code of another
carrier, where XXX designates one of up to 999 carriers.

The Stored Program Controlled Network

The AT&T telephone long-haul network is rapidly evolving into what is known
as a Stored Program Control (SPC) network. This SPC network is based on special-
purpose processors controlling the switching of the long-haul trunk circuits.
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These processors are interconnected by a separate packet-switched network known
as the Common Channel Interoffice Signaling (CCIS) network. Thus, the SPC net-
work is a nationwide network of switching nodes with the combined intelligence
of many digital computers. See Figure 2-5. Using shared data bases, these
switching nodes, called Action Control Points (ACP's), are capable of supporting
numerous customized service packages for user groups of all kinds. See Bohacek
(1982).

Since an underlying principle of the SPC network is digitization, it can
also provide end-to-end digital service at 56 kb/s with relatively minor equip-
ment modifications. This so-called Switched Digital Capability (SDC) resembles,
in many respects, the DATAPHONE Digital Service (DDS) on leased lines. A user
accessing SDC must alternate with voice service over the existing local Toop
plant. These SDC connections potentially support bulk data transfers, high-speed
terminal access, computer graphics, facsimile, teleconferencing, electronic mail,
secure voice, and combined voice-data services.

Figure 2-6 illustrates the elements involved in a long-distance call over
the stored-program controlled network. In the future the SPC networks services
are expected to be under customer control. This control is provided using a set
of software-defined capabilities called Direct Service Dialing Capabilities (DSDC).
The DSDC can access the support system shown in Figure 2-6 and change its data
base for updated service definition. This service management concept allows the
network to offer a specific set of services to specific groups of users under the
users' control. Details of the concept are described by Raack et al. (1984).

The advent of SPC switching, CCIS control, and SDC services all are essential
preludes to a future network concept known as the ISDN. The ISDN concept described
below and envisioned by international standards organizations is probably one
decade in the future. The SPC network, on the other hand, will be Targely in
place by the end of 1985. The rules and statutes that currently exist in the
area of telecommunications will ultimately determine what features and functions
can be offered to the public by regulated and unregu]ated service providers.

The price of the feature options offered to user groups is yet to be determined.
Offering will, of course, depend on demand and cost.
The Integrated Services Digital Network

The original concept of ISDN stems from the increased use of digital tech-

niques in worldwide public telephone networks--and the consequent realization
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that in a total digitally implemented telephone network the network itself might

no longer be concerned with or be conscious of the actual nature of the information
being passed--whether this information in its original form represents speech,
facsimile, bulk data, etc., or is arbitrarily encoded. As a consequence of this
argument, and because of the fact that the public telephone networks are the only
networks providing essentially universal subscriber connectivity, the CCITT (1980)
stated that ISDN will be based on and will evolve from the public telephone network.
For many people this line of thought has implied that the term ISDN network inher-
ently defines a physically complete and defined real network. In certain national
environments, (e.g., the United States), this in turn, has led to the concept of
"multiple ISDN's" and to discussions relating to interconnection of multiple
(national) ISDN's.

As the study of ISDN and the development of CCITT Draft Recommendations pro-
gressed, there has been growing recognition that this concept may be overly simpli-
fied. By now it is recognized that in the real world the network cannot ignore
the nature of the information to be passed (e.g., for speech communications certain
network facilities may have to be invoked that are incompatible with the requirements
for transparency associated with many data applications). Thus, Draft Recommendation
1.310 of the CCITT introduces the ISDN concept as a network to which users connect
through a Timited set of multipurpose ISDN user/network interfaces. The new emphasis
is thus placed on the user/network interface characteristics. From this it would be
only a small step to qualify "an ISDN" in terms of a conglomerate of networks, not
necessarily all having the same characteristics, maybe not mutually fully inter-
connected, but which as a group are accessed via standardized ISDN interfaces.

While this concept has not yet permeated through all Draft Recommendations it is
gaining increased recognition.

In the U.S. competitive environment, the ISDN is viewed differently than in
most other countries. For example, in the United States the information trans-
port functions are distinguished from processing and storage functions because of
regulatory restrictions. This means that in the United States the processing/storage
functions of ISDN must be external to the network while in most other countries all
functions tend to be combined. A functional model of ISDN is illustrated in
Figure 2-7.
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A fundamental principle underlying ISDN service integration is that the
interfaces between the user and network will be defined and kept to a minimum.
Currently, there are many interfaces between customer terminals and networks.
Most would be eliminated as the ISDN interfaces become defined and implemented.
An interface such as the standard data interface RS-232-C could operate in an
ISDN environment but would need an adaptor. Such an interim solution would
eventually be phased out. Another key principle is that facility varieties,
such as circuit- or packet-switched channel options provided by a carrier, be
limited. The premise is that the communications carriers would provide the user
with a minimum number of standard channel services over circuit- and packet-
switched facilities. The basic user-network interface will have two 64-kb/s
channels for information transfer and a 16 kb/s channel for signaling and Tow-
speed data. This is known as the 2B + D basic channel structure. Standard
multiples and submultiples of these data rates are currently being determined
by the CCITT. Except for some questions on bit sequence integrity, high-volume
users could have available a 23B + D configuration at their user/network interface.
It is the planned primary data rate channel structure for PABX and local area
network (LAN) connections to the ISDN. Expected ISDN attributes include:

- special nodes with gateway functions and interfaces for interworking

with other dedicated networks

- intelligence and data bases for service features, maintenance, and

network management

- operation and maintenance centers

- combined voice and nonvoice communication

- a common channel signaling network to interconnect all nodes of the

network

- encryption-compatible digital voice and data terminals used throughout

the network

- no need for new special service networks, as new services can be tried

and abandoned at 1little cost or risk as customer demand dictates

- stored-program controlled switch adaptability

- customer access arrangements and interfaces to connect various terminals,

systems, and networks to the ISDN

- high-speed digital capability of ISDN connections.
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Thus the real impetus behind ISDN is the desire for a common user interface
for integrated services--not a single transmission facility. The ultimate sys-
tem would have a user port into which anyone could plug almost any piece of term-
inal equipment (voice, data, or video) in a manner just like we use an electrical
outlet today. This ISDN concept is not wholly unlike the WWDSA structure described
Jater in this section.
The Federal Telecommunications System

The Federal Telecommunications System (FTS) is a private, Government-owned

and operated network that ensures communications between civil agencies. Created
under the auspices of the General Services Administration (GSA) in 1963, the FTS
today consists mainly of electromechanical switches and analog transmission
facilities. Currently there are 11 million miles of transmission circuits, 52
major switching centers, 35,000 access lines, 1.3 million phones, and more than
1500 PBX and Centrex switching arrahgements. FTS is found in all 50 states. It
connects various Government agencies including some military installations. Over
300 million calls, including 15% as data calls carrying 2(10]4) bits, were handled
by the FTS in 1983.

The GSA plans to upgrade the system with digital stored-program controlled
switches and digital transmission facilities over the next 3 to 4 years.

On-net access to FTS is achieved by dialing 8 followed by a 7- or 10-digit
number. FTS office codes differ from the PSTN. Figure 2-8 illustrates how most
Government telephones can access either FTS or the PSTN using an 8 or 9 dialing
prefix respectively.

2.2 Military Network Environment

Military networks include the present Defense Communication System (DCS).
Beginning in 1985 it is expected to evolve into the DSN and will include the
Defense Digital Network (DDN) and the Defense Satellite Communication System (DSCS).
The DSN is actually an interim step toward a WWDSA, which calls for a global
survivable system with separate but interoperable voice and data networks.
Another transition approach to the WWDSA is the DCTN, formerly called the
COMSATCOM system. Ultimately, the WWDSA could even be integrated into some
military version of an ISDN.

The DCTN is a leased system designed to concentrate routine traffic sources
in CONUS and reduce long-haul costs by taking advantage of diverse media including
commercial satellites.
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Closely related to DSN is the EISN, which is a scaled down network version
for testing and evaluating many of the DSN features and functions.

The DCS, DSN, WWDSA, DCTN, and EISN are discussed in more detail in the fol-
lowing paragraphs. ISDN was covered in the previous section. A summary of their
attributes and their schedule of evolution completes this subsection.

The Defense Communication System '

| The current DCS architecture is illustrated in Figure 2-9. Dial Central
Offices (DCO's) on each base are star-connected to backbone switches of the DCS
including AUTOVON and AUTODIN. AUTOVON is a leased military telephone service.
The AUTOVON network has a polygrid topology for survivability. There are usually
at least two 2-way paths connecting any two switching nodes. The switching nodes
are located away from major target centers.

The busy hour traffic load currently offered to AUTOVON is about 5000 Erlangs.

Approximately 150 Erlangs are priority calls. Access to the 54 AUTOVON switches
is via some 16,500 access trunks from nearly 1000 subscriber locations in the
CONUS. The blocking grade of service objective for routine calls on these trunks
is p = 0.10 for access and p = 0.05 for egress. The backbone trunks are typically
sized for p = 0.03 in the CONUS. Procedence calls, of course, have lower blocking
probabilities depending on level of precedence. Flash level is essentially non-
blocking.

The AUTODIN network is a message switched system that carries about 3 X 10]]
bits per month. This system is being replaced with the DDN. The DDN is a packet
switched network derived from the military portion of what was once commonly known
as ARPANET, Tater as DARPANET.

The AUTOSEVOCOM portion of the DCS has a limited number of secure telephones
at critical user sites. The total secure traffic has been estimated to be less
than 1% of the total voice traffic on AUTOVON or about 50 Erlangs. This may
increase considerably in the future.

The main DCS attributes as quoted by the Defense Communications Engineering
Center (1982) are:

A.  Endurability--

includes availability, survivability, restoration, reconstitution, self-
sufficiency, electronic counter-counter measures, and responsiveness.

B. Distributed Communications--

includes processor intelligence near subscribers, mix of media, inter-
operability, and distributed control.
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C. Responsiveness--
includes surge capacity, responsive system control, responsive AO&M,
deployable transportable packages, and timeliness of information
transfer.

D. Efficient Spectrum Utilization--
includes exploitation of higher electromagnetic frequencies, efficient
use of transmission bandwidth, improved source coding, data and voice
resource sharing, and diversification of common resources through inter-
operability/expanded resources.

E. Interoperability including Unified Signal Structure--
includes interfacing security, interfacing all voice terminals, inter-
facing all data terminals, interfacing control subsystems, flexible
network structure, standardization (hardware, software, and protocols),
and interoperability with other networks.

F.  Security-- _
includes end-to-end encryption, 1link encryption, multilevel computer
and switch security, secure remote programming/downline loading.

G. Economy and Affordability--
includes coordination of DOD strategic plant procurements (e.g., inte-
gration of special purpose networks and dedicated networks into the
DCS), DOD software and protocol standardization, exploitation of com-
mercial offerings, and effective management and control.

H.  Evolutionary Capability--
includes operational philosophy, integration of services, integration of
functions, capitalization on commercial systems, rationalization/-
standardization/interoperability.

Upon examination, it is clear that the above system attributes are neither
independent nor mutually exclusive of one another. They are designed for many
diverse activities and functions that make up the DCS.

As illustrated in Figure 2-9, telephone connection to AUTOVON may be two-wire
through the DCO (or via a private branch exchange, PBX) or
four-wire direct to the AUTOVON switch.
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The Defense Switched Network

The DSN is the interbase telecommunication system that provides end-to-end
common user and dedicated telephone service for the DOD with a later capability
of incorporating data and other traffic.

The initial DSN plan of 1982 called for a hybrid network consisting of
an SPC network derived from the PSTN and a Private Line Network (PLN) with certain
added features not available from the PSTN. This hybrid network provided a mix

of transmission media for survivability. Access areas comprised of one or more
contiguous military installations would access the long-haul portion via dual
homing tandem switches located in the access area. These switches may, in some
areas, provide the dual functions of access to the long-haul networks, tandem
functions, and, at the same time, subscriber services or DCO functions for the
local area.

One DSN concept called for 80 tandem switches in 40 CONUS access areas and
around 1500 DCO's on military bases worldwide. An average sized tandem switch
could handle 2000 trunks. The DCO's range in size from 500 to 20,000 subscriber
access Tines and 50 to 2000 trunks. The intertandem traffic was estimated to be
10,000 Erlangs of the entire busy-hour load attributed to military subscribers.
That is, 10,000 Erlangs were offered to the DSN long-haul portion and had to be
handled by one or more tandem switches as well as by the assets of the private
line, PSTN, or other networks.

The PLN portion of the DSN would be expected to meet the same service object-
ives as AUTOVON. The PSTN portion is expected to contain certain Dynamic Resource
Allocation (DRA) functions to critical users, so that even with no precedence pro-
cedures the callers would have essentially no blocking (i.e., p = 0.001) under all
stress conditions with a guaranteed access delay of 10 seconds or less. The
minimum required service features for the critical users on DSN, even under some
damage conditions, are as follows:

A.  end-to-end voice communication with DRA
access and egress preemption
originating call screening
authorization code
interconnection to private networks including AUTOVON
off-net to PSTN and vice versa access
off-hook service

T oo M m O O W

teleconferencing.
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Items A, B, E, and G are Government unique features. The other features are
expected to be available commercially to the public sector on the PSTN. The
basic architectural concept of the DSN is illustrated in Figure 2-10. A key
advantage of the access to a range of transmission media is realized from least-
cost routing algorithms in the switch hubs. At the same time this mix of media
offers greater survivability.

The hubs shown in Figure 2-10 might be dual-function or stand-alone switches.
Multiple switches and dual homing would provide enhanced survivability.

This general concept of an SPCN and a Private Line Network (PLN) hybrid
outlined in the 1982 DSN plan recently has been questioned for a number of reasons,
including:

- The access areas were not well defined in terms of AO&M and personnel

requirements.

- Survivability was feduced due to vulnerability of on-base switches.

- The stored-program controlled network does not have multiple-Tlevel

precedence/preemption features.

- The after-divestiture access to SPCN appears uncertain.

- Common channel signaling will not be available at class 5 office

level after divestiture.

- The competitive procurement process may not be viable,

- There are cost uncertainties due to the fact that private line tariffs

and access charges are unknown or unsettled.

- The new DCTN can provide service in 2 years and can meet many of the

requirements for handling routine traffic at reduced cost.

Because of these concerns with the original plan, the Western Hemisphere DSN
architecture is being reexamined. The communications requirements through various
Jevels of stress and the capability of key programs (DSN, DDN, NETS, DCTN) to
satisfy DOD requirements will provide the basis for developing implementation
and investment stategies.

The Worldwide Digital System Architecture

The development of a WWDSA was undertaken in response to tasking from the
Office of the Secretary of Defense. This tasking directed the DCA to propose
a WWDSA in coordination with the military departments, the former TRI-TAC office,
the National Security Agency (NSA), and other interested agencies and commands.

The main purpose for the new architecture was to ensure that the many DOD command,
control, and information processing systems be sufficiently interoperable to achieve
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needed survivability and endurability. The objective was to establish an overall
DOD system architecture for the 1995 time frame. The goal is to define a secure,
survivable, and interoperable command and control, communications and information
processing system (Hatchwell et al., 1981). Figure 2-11 depicts the system concept
for the WWDSA. The architecture consists of a two-level hierarchy consisting of a
backbone level and an access level. The backbone contains a mix of media from
commercial networks [i.e., common carriers and specialized carriers in the

CONUS, foreign Post, Telegraph and Telephone (PTT's) outside the CONUS], as well as
military owned and operated networks.-

Although the architecture is hierarchal in nature, an increasing amount of
intelligence is placed in the access nodes for the purposes of enhanced surviv-
ability, flexibility, and interoperability. The access nodes share or augment back-
bone functions such as switching and control. The access nodes have sufficient
intelligence to perform the following functions:

- adaptive circuit routing

- selection of transmission media

- adaptation to contingency situations by reverting to lower rate secure

voice.
Economic, performance, and survivability criteria are employed by the access nodes
in selecting the transmission media and diverse routing. It is envisioned that
eventually the backbone connectivity will be indistinguishable from the direct con-
nectivity between access nodes, although not in the 1995 time frame (Hatchwell et al.,
- 1981).

Another key feature of the WWDSA is that there will be many interconnects between
the circuit-switched voice network and the packet-switched data network. The pur-
pose of the interconnects is to increase the probability of survival for both voice
and data services. The recommended architecture is a significant step toward achiev-
ing a fully integrated voice/data network. As envisioned by the WWDSA committee,
this full integration into an ISDN will not take place by the year 1995.

One important feature of the WWDSA that is worthy of elaboration is the capa-
bility of the access nodes to revert to the lower digitization rate of 2.4 kb/s for
secure voice subscribers. This feature may be needed when the numbers of interswitch
trunks are reduced due to network damage. Several 2.4 kb/s channels can be multi-
plexed into a 16 kb/s basic rate and be switched via the multirate switch to their
destination. Network conditions will dictate when the multiplex pattern is changed.
The network situation and traffic intensity will also dictate when the multiplex
pattern will revert back to the normal pattern. This reconfiguration strategy will
be achieved either under automatic system control or by a human operator.
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As mentioned earlier, the WWDSA calls for the utilization of a mix of trans-
mission media. Selection of the media is done at the access node under stored
program control. The selection is based upon technical performance, economic,
and survivability considerations. One key part of this media mix is the
increased use of both commercial and military satellite 1inks. The increased
use of satellites will allow 10-30% of WWDSA traffic to be carried economically
and efficiently over satellite links (Hatchwell et al., 1981). It will also
provide a wide-band 1link for the provision of special services such as video
conferencing. It should be emnhasized, however, that critical users will still
have the option of choosina either terrestrial or satellite links. This is
required, of course, by survivability considerations.

The WWDSA is a plan that synergistically combines elements from the communi-
cation systems that support the U.S. military (including the tactical portion),
civilian, and North Atlantic Treaty Organization (NATO) communities. Its
endurable capability also achieves significant improvements in performance,
interoperability, security, and provides new services to a wider community of users.
The combined capabilities of many individual subnetworks are addressable to the
subnetworks within the overall common architecture.

User requirements determine the overall characteristics of the WWDSA. The
defined architecture embodies the following key features (Defense Communications
Agency, 1982):

- access to many sources of connectivity

- ability to use many sources of connectivity intelligently

- modularly expandable switches

- interconnected voice and data networks

- improved intra-network system control

- tandem switching capability

- multirate capability among circuit switches

- enhanced 2.4 kb/ps secure voice for survivability

- high quality 16 kb/ps secure voice

- common proliferated key distribution system

- end-to-end encryption for classified data

- expanded and integrated use of satellite communications

- improved inter-network system control

- use of common standards.
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The Defense Commercial Te]ecommdnitations Network

The DCTN combines satellite and terrestial digital transmisssion facilities
to achieve cost savings in the long haul transmission of various kinds of traffic
(i.e., voice, data, and video) from key concentration nodes. Access lengths (and
costs) are reduced by locating the concentrating hubs close to major user concen-
trations. These hubs also provide the capability for the most economical routing
by choosing between satellite and terrestial trunking, AUTOVON, DDD, WATS, FTS,
and other common carriers. See Figure 2-12.

- Although considered part of the DSN, the DCTN may also carry other non-DOD
traffic. Services include near full motion video teleconferencing, wide-band data
(including word processing), high-speed telemetry, facsimile, computer internetting,
and bulk data transfer. Both switched and dedicated voice circuits can be furnished.

The contract for the leased DCTN communication services was awarded in 1984.
Two levels of service are contemplated. Level I consists of a private line network
connecting some 15 access area nodes that serve about 100 military locations. It
is to be completed in 1986. Level II, scheduled for 1988, combines the private
line facilities with stored program controlled portions of the PSTN, where economi-
cal, to increase coverage, add features, and reduce costs further. Service to
another 100 bases is contemplated. This hybrid network provides the ubiquitous
CONUS coverage and increased survivability over Level I.

Extensive automation of the administrative, operation, and maintenance systems
will be used. A centralized Network Control Center (NCC) will be capable of recon-
figuring the network to meet emergency conditions. Key military objectives of DCTN
include:

- flexible allocation of transmission capacity

- diversity of transmission media for survivability

- bulk encryption on satellite paths

- optional transportable earth stations

- electromagnetic pulse (EMP) protection

- centralized network management and control facilities

- responsibility for AO&M is under the prime contractor.

The Experimental Integrated Switched Network

The network known as EISN contains five nodes located at Ft. Monmouth, NJ;

Ft. Huachuca, AZ; Rome Air Development Center, NY; MIT Lincoln Laboratories, MA,
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and the Defense Communication Engineering Center in Reston, VA. Each node contains
a wide-band (3Mb/s) satellite Earth station and the associated wide-band equipment
for packetizing voice and data over the satellite network. In addition, some of
the sites are equipped with access lines to the commercial terrestrial circuits.
Overall, the network serves as a scaled test bed for experimenting with new con-
cepts (including routing algorithms, voice digitization techniques, packet switch-
ing, etc.), all of which may be useful in future military networks. Thus EISN,
along with other transmission facilities shown in Figure 2-13, represents a concept
validation facility for the DSN and for the WWDSA.
OCONUS Networks

Overseas networks are owned, operated, and managed by a number of different

entities, e.g., the United States, NATO, allied nation military departments and
host nation civilian departments. Major portions are, as in the United States,
switched voice networks. Most facilities are concentrated in West Germany because
most of the U.S. military forces are located there.

The main transmission system in Europe is the DCS wide-band network that
extends from England, across the European backbone, to Turkey using redundant
routes. This wide-band analog system is currently being upgraded and expanded to
digital operation under the Digital European Backbone (DEB) program.

Another major transmission system involves satellites. The DSCS provides
worldwide coverage via multiple DSCS II satellites in synchronous orbit.

Under DCA management and operated by the military departments, these backbone
transmission networks tie together a number of switched networks (e.g., AUTOVON,
ETS, AUTODIN, AUTOSEVOCOM).

In addition, the U.S. military departments operate a number of special-purpose

networks of their own. NATO also has both voice and data networks, and each

host nation has both military and commercial networks scattered across the conti-
nent. Some do interface with each other and others do not. Some overlap in
coverage and others do not. Some carry voice, some data; others provide integrated
services. Terminals range from conventional telephones, to sophisticated computer
terminals, to transportable facsimile terminals.
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2.3 Schedule of Evolution

The expected schedule for the evolution of the military networks from the
DCS today to DSN and WWDSA of tomorrow is presented in Figure 2-14. The ultimate
evolution to a military version of the ISDN is certainly questionable at this
time. The figure does not show the possible addition of new wide-band and super
wide-band networks for video and computer connections.

No one can really foresee just how far into the future the WWDSA with sepa-
rate voice and data networks will exist. Some have projected such networks to
the year 2020. Separate dedicated networks require separate AO&M facilities
and personnel to support them. There are obvious benefits in integrating all
services into a single ISDN. Mabius (1984) insists that it is time to migrate away
from functionally separated networks and services toward the ISDN to reduce our
resource obligations.

The original ISDN concept was based on the premise that a digital public
telephone network should be transparent to the type of information being trans-
mitted, whether voice, facsimile, or bulk data. The concept assumed that the
ISDN would evolve economically from the existing telephone plant. This concept
reflected the view of European administrations where the communication networks
are generally owned and operated by the PTT's. In the United States, it is now
believed that the ISDN could be a conglomerate of mutually interconnecting
networks, not necessarily with the same characteristics, but with the subscriber
access based on the standard ISDN interface. That is not unlike the WWDSA concept.
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3. MILITARY REQUIREMENTS

Military requirements for te]ecommunications networks depend on a number
of factors including missions to be performed; service features needed; the
number, density, and location of users; kinds of traffic; traffic density pro-
files; and so forth. A complete listing of all of the requirements for all
MILDEPS is beyond the scope of this study.’Furthermore, requirements are
perceived differently by different groups. This is illustrated in Table 3-1
where certain requirements are listed based on the Viewpoint of the network
user, network provider, network operator, etc.

In this section the emphasis is on the network operator and the end user.
We are concerned with how many users there are, where are they located, what
services they need, and the important criteria for performance assessment.

The user-oriented requirements are distinguishable from the operator's
requirements. The Tatter includes short-term network management and control
and long-term administrative and maintenance functions. To clarify the dis-
tinction between the user's view of the system (i.e., the service features)
and the operator's view of the system, Figure 3-1 is presented. The user
_ perceives the service, the service features, and the quality of performance
of service from his/her side of the interface. The system provides this
service by performing many functions. These functions, by our definition,
take place on the syStem side of the interface and are typically not visible
to the end user.

In case of military networks, the situation gets more involved when the
military departments undertake some roles as network operators. The roles
may include operation and maintenance (0&M), security, privacy, or multi-
level priority preemption (MLPP). For such network operators another inter-
face (see Figure 3-1) may be required. The key point is that system functions
are again on the systems side, or inside of the interface. The operator fea-

tures, like the user service features, are on the outside of the appropriate
interface.

Finally, when new or modified services are provided, the system must
possess sufficient capability to function as required. Similar needs for
sufficient capacity arise when more end users, different operator controls, and
various traffic surges are to be dealt with.

From our point of view, the preceding paragraphs provide basis for such
terms as service features, system functions, and system capabilities. As a
single-word synonym, the term "attribute" may then replace any or all of the
above concepts. These so called system attributes are described below.
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Tahle 3-1. Summary of Requirements Listings and Their Source

A11 the Things You Would Like to Know to Design a Communications

Network and Where to Find Them

From the User

o mission

0 service

o performance

o critical attributes

From the Supplier

o availability of
hardware/software
technical risks
economical risks
life cycle costs
tariffs

©C0O0O0

From the Operator

o demographics

o network control

o interoperability
requirements

0 maintenance

o other attributes

From Other Sources

e.g., Host Nations,
Other Agencies

0 stress scenarios
o government policy
0 regulations

o DOD directives

From the Traffic Engineer

o traffic types and
profiles

o flow matrices

0 growth patterns

0 coverage



SRRy
AR AN X

LONG ADMINISTRATION
TERM and MAINTENANCE

B

OPERATOR [

SERVICE
NETWORK [\  PROVISIONING

h

9t

X
AR

SO ‘::’:'ﬁ’.;:"o"v\‘ v,
SRR

SHORT J MANAGEMENT and
TERM CONTROL FUNCTIONS

NETWORK

USER/SYSTEM
INTERFACE

NETWORK
USER

SERVICE TELECOM
SERVICE ECO MUNICATIO%

FUNCTIONS

FACILITIES

o
0 et

e
X

0% 0%
%"
O’ o

'::.‘ .. 0%0%:

G

S

.,,
5

o

0% XX AN

"
* A0

-
X
e 0% 0%

PPy -
.'::‘.-“o“o

190"

0%
%%
)

%% %0 0!

0% 0% P

".:‘o
o

0%

S

VOGO 0% 8 % e,
o .-.‘0‘.’.-‘.0..
0000 0% 6% 0% %

o

0%

o,
50

e

o
%

2

>

0% 0%
0%0% %%
:‘.‘:‘.‘:‘:"::.o

-9 e®.0%
c‘.:.:

Figure 3-1. Basic system service concept,



3.1 System Attributes

The attributes of a network are the user features, network functions, and
network capabilities discussed above. Table 3-2 is a list of attributes of
communications networks that is divided into user service features and network
functions. The user service features are divided into those required by criti-
cal users and those required by noncritical users. The network functions are
divided into: 1) general network functions needed to meet user service require-
ments, and 2) administrative, operations, and maintenance network functions
that are needed by the network operator to ensure that user service requirements
are met on a day-to-day basis. This 1list of attributes was derived from a list
compiled by Western Electric Company (1982). This list is submitted to illus-
trate the terms for features, functions, and AO&M attributes, as they are used
in this report. ,

The line of demarcation between service features that are visible to the
end user and network functional capabilities is not always easily defined. There
is a certain amount of overlap between the user service features and the network
functional capability. Consider the issue of survivability, for exahp]e. The
user is concerned that his service be survivable despite damage to the network.

In other words, the user requires that service be maintained between point A and
point B and that the connection be of acceptable quality (acceptable blocking GOS,
access time, bit-error rate, etc.). The user is not concerned about how the ser-
vice is maintained after the network has been damaged, i.e., whether alternate
routing is used, whether interconnects with other networks provide the tranmission
path, or whether the damaged network is restored through the use of reconstitution
packages. Alternate routing, network interconnects, and reconstitution are network
functional capabilities that are primarily of importance to the network designer
and operator, not the end user. Again, there is some overlap between the two
points of view. For example, the time required to restore network services is

| obviously of interest to both the network designer and the end user.

As indicated previously, the attributes that define a network may be selected
from different perspectives. Here we are concerned with the network user's view-
point and the network operator's viewpoint. The users include DOD agencies and
departments such as DCA, USAF, USA, USN, plus other Government users who
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Table 3-2. Attributes of Communications Networks

Critical User Service Features

Authorization Code

Call Forwarding

Community of Interest Screening

Conferencing

Direct Outdialing

Hot Line

Least Cost Routing ‘
Multi-Level Precedence Preemption (MLPP) or Equivalent
Secure Voice

Speed Calling (Minimum-Digit Dialing)
Station-to-Station Digital Capability

—OWOONOOI_>WN —

— ol

Noncritical User Service Features

Authorization Code

Call Forwarding

Conferencing

Direct Outdialing

Least Cost Routing

Speed Calling (Minimum-Digit Dialing)
Station-to-Station Digital Capability

NOO A WN —
e o o o o o o

General Network Functions

Authorization Code .
Blocking Grade of Service

Call Forwarding '

Call Screening

Call Set-Up Time

Circuit Provisioning for AUTOVON
Community of Interest Screening
Conferencing

Distinctive Ringing

10. Echo Control

11. Error Rate Grade of Service

12. Global Numbering Plan

13. Hot Line

14. Integrated Digital Structure

15. Intercept

16. Interoperability with Other Networks
17. Least Cost Routing

OWONOUTH WN —
. L] L] . . . o
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Table 3-2.  (continued)

General Network Functions (cont.)

18.
19.
20.
21,
22.
23.

Loss-Noise-Echo Grade of Service

Multi-Level Precedence Preemption (MLPP) or Equ1valent
Secure Voice

Speed Calling

Station-to-Station Digital Capability
Synchronization

Common Channel Signaling

Propagation Delay Control

Sliprate Grade of Service

Subrate Capability

Service Protection Against Transmission Failure

Administration, Operations, and Maintenance Network Functions

.

WONOTN WA —
. . L] L] .

Battery Reserve Power
Centralized Maintenance

Centralized Operator/Attendant Positions
Interfacing Operations Systems

Network Administration, Operations, and Management Activity Centers
Network Management Capability

Network Reconfiguration Capability

Protection Switching

Repairability

Service Protection Against Transmission Failures
Small Reinitialization Interval

Traffic Data Gathering

Traffic Overload Control within.a Sw1tch1ng System
Usage Sensitive Reports

User Numbering, Privileges, and Features Management
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communicate with officials and contractors who are on the PSTN. This large

DSN user group along with the network operator group includes individuals and
organizations who have widely different views of their service and the networks
attributes. “This divergence of viewpoints gives rise to assorted listings of
attributes that must be selectively sorted. To illustrate the magnitude of

the problem, we present Table 3-3.

Table 3-3 expands on Table 3-2 and lists almost 50 service features and
system functions that may be available at an access area PABX. This is only
about half of the total features listed in a given sales brochure. After
a brief description of its nature each feature of function is assessed as to
whether it is a basic requirement, a desirable function, or just a useful
enhanced feature. These assessments are subjective assuming a military user
is making the selection.

3.2 Classification Viewpoints

There are many ways to categorize telecommunication networks. For example,
networks can be classified by application, by architecture, by ownership, or by
the features offered, and so forth. Here we are concerned with two classifi-
cation perspectives: the users and the system operators. The user is inter-
ested in service offered and the performance of these services rather than the
performance of equipments and facilities which supply these. Performance
measures from the user's viewpoint depend on mission requirements. Thus, there
is a need to classify user services and missions.

The system operator is concerned with the types of terminals, their geo-
graphic distribution, and the volume and kind of traffic they generate. Based
on this information various network topologies and control procedures are imple-
mented to ensure that the desired quality of service is achieved. The network
is specified through node and 1ink functions that meet the network design object-
ives. The system operator provides equipment facilities to meet the user require-
ments.

3.2.1 The User

It is possible to classify user services in various ways. Stavroulakis and
Tjaden (1975), for example, specify a service in terms of the attributes of the
switching, transmission, and terminal parts of the network. Others classify them
in terms of the applications, e.g., fixed, mobile, broadcast, data, etc. The basis
for defining service classes here is different. The objective is to group services
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Table 3-3. Selected Functions and Features

Name

Description
or
Comment

System Service
Function Feature
Needed Desirable Basic Enhanced

10

11

12
13

14
15

16

Attendant

BORSCHT

Call Forward

Call Pickup

Call Transfer

Call Waiting

Camp-on

Classes of Service

Conferencing Few
Conferencing Many
Diagnostics

DID

Digital Lines

Digital Repeaters
Digital Trunks

DOD

At least one, and a
single console

Battery, overload protec-
tion, ringing, signaling,
clock, hybrid, testing-
requirement

All incoming calls to
one of several desig-
nated stations

Answer calls in a
given group only

Indicates that another
call is waiting

Reminds original
caller when the other
party has gone on-
hook. Sets up call
if so indicated by
original caller

Restrictions on various
groups of users, for
toll calls, priority,
security, etc.

Conferencing for 3 or
4 parties

Conferencing for larger
groups, S or more

Automatic, mainly for
maintenance

Direct Inward Dial’

64 kb/s PCM, 16 kb/s
CVSD, A/D at sets

Inward and/or outward

64 kb/s T1,T2,...,
compatibility

Direct Outward Dial
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Table 3-3. (continued)

Description System : Service
or Function Feature
# Name Comment Needed Desirable Basic Enhanced
17 DTMF Conversion Dialing compatibility X
18 Ext-to-Ext Extension to extension
dialing in PABX local
area X
19 Extra Consoles Backup consoles, more
attendants
20 Flexible Numbering Sta. No's vs. Frame No. X X
21 Foreign Exchange Translation and control
for remoted operation X
22 Hold For additional in-calls
without aid X
23 Intercept By attendant X X
24 Line Lockout If station is off-
hook too long X
25 Line/Trunk Card Assume 75% packing
Density density on cards X
26 Line P=0.01 Assume probability of
blocking for lines
when 5 ccs/line X X
27 Message Accounting For billing, statistics X X
28 MODEM Compatibility With a list of standard
modems, their interfaces X
29 Modularity For growth: distribution
and concentration modules.
For operation: 1line and
trunk card interchange X
30 Multiple Listing Main No., residence,
extension (s) X X
31 Night Answer When nobody at consoles,
call preassigned
station(s) X X
32 Override Ability to break into
certain existing calls,
with constraints X
33 Privacy Optional lockout of
break-ins X
34 Private Lines Dedicated lines thrcugh
PABX to CO X X
35 Power Fail Automatic routing oZ

Transfer

certain CO trunks to
designated lines X
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Table 3-3.

(continued)

Name

Description
or
Comment

System
Function
Needed Desirable

Service
Feature

Basic

Enhanced

36
37

38

39

40
41
42

43
44

45

46

47

48

49

Public Address

Secure Voice

Speed Calling

Standby CPU

Standby Power

Stored Program
Control

Tandem

TDM

Toll Restriction

Tone Buzz

Traffic Measure-

ment

Trunk P=0.002

Trunk Types

Voice Recorders

To broadcast input

A/D and encryption
at certain stations.
Protected facilities

Abbreviated dialing to
frequently called
stations

Duplicated CPU for
reliability, periodi-
cally exercised

Standby power plant,
periodically exercised

Best CPU control with
present technology

PABX to interconnect
other PABX's, CO's

Time-division switching

On outgoing toll calls
for certain station
categories, perhaps all

To alert station when
phone is off-hook too
long

To gather statistics for
upgrading or modifica-
tion of PABX

Assumed probability of
blocking for trunks,
when 5 ccs/line and 30%
trunk traffic

Include the following

trunks: 2W, pulse, indial
and outdial; 2W, DTMF, in-
dial and outdial;
tie trunks; 2W, ringdown;
4W, pulse, tie trunks; 4W,
AUTOVON; 4w, digital.

Several recording channels
to record urgent messages
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so that each group has similar performance characteristics as perceived by the end
user. This approach simplifies the development of user parameters and the assign-
ment of values for specified services.
The service classifications are illustrated in Figure 3-2. Five major Tlevels
of division are shown. The levels are, beginning at the top of Figure 3-2:
1. The nature of the information signal perceived by the end user. At this
level, the signals are either continuous (analog) or discrete (digital).

2. The type of source or human/machine usage of the information. For
analog services, there may be audible, visual, or other sensory sources.
For digital services, the sources may be a human operator, device media,
or computer applications program.

3. Networks are used for three general types of interaction: human access
to a machine (such as a computer) and vice versa, machine interaction
with one another, and interaction among humans.

4, The directivity of the access path. The information may be transferred
in one)direction only (simplex) or in both directions (duplex or half
duplex).

5. The number of users, human or machine, that participate in a given
dialogue can vary. This involves at least two or more end users on a
one-to-one, one-to-many, many-to-one, or many-to-many basis.

The actual performance required for each service class depends on other
factors. Some networks are designed to serve users from a single community of
interest. Others may serve many communities of interest. The single-user networks
are functionally specialized and optimized to the user's needs. The common-user
networks are not specialized. They must be adaptive to many different user's needs.
In some cases, however, the user's view of performance is highly dependent on what
the user does, or the mission he or she performs. Military users of telecommuni-
cation networks can be divided into the three basic mission categories: strategic,
tactical, and nontactical, as shown in Figure 3-3. In each category, various types
of information may be transferred. We have divided this information into four
basic types: intelligence, command and control, operations, and administrative.

Users of military networks must often contend with the limited resources
available. When contention occurs, priorities are established using multiple
precedence levels. For data messages in the old AUTODIN, the precedence levels
used in CONUS were as follows:

Level Precedence Designator Handling Time
I Flash Z 10 minutes
I1 Immediate 0 30 minutes
ITI Priority P 3 hours
IV Routine R 6 hours
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SERVICE CLASS

/

ANALOG DIGITAL

N

VISUAL SENSOR OPERATOR DEVICE PROGRAM

HUMAN-HUMAN HUMAN-MACH. MACH.-MACH. MACH.-HUMAN
UNIDIRECTIONAY BIDIRECTIONAL
ONE-ONE ONE-MANY MANY-MANY ‘ MANY-ONE

Figure 3-2. Service classifications.
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MISSION CATEGORIES

STRATEGIC TACTICAL NON-TACTICAL
INTELLIGENCE COMMAND OPERATIONAL ADMINISTRATIVE
& CONTROL
CRITICAL NON-CRITICAL PRIORITY ROUTINE
SECURE NON-SECURE
T S C R E M U

Figurer 3-3. Mission categories.
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The handling time given above is the speed of service from receipt at the
origination node until delivery at the destination node. It has been estimated
that 50% of the messages handled by AUTODIN I are routihe messages and approxi-
mately 1% are flash messages. AUTOVON I employs a flash override precedence
level in addition to the four levels used in AUTODIN I. When lines or trunks
are busy, the AUTOVON switch can also preempt lower precedence calls in progress.
Military networks also use multilevel security to prevent disclosure of classi-
fied information. These levels of security are tabulated below along with the
designator used.

Level Designation
Top Secret : T
Secret

Confidential

Restricted

Encrypted for Transmission Only
Classified (clear transmission)
Unclassified

c 2T mMm o O wm

The letter designators are used in message headers as part of the overhead
control signals to identify the security level. When the designatok is received
at a node it is checked against the security classification of the destination
terminal. A secure access path must be found to that terminal.

3.2.2 The Operator

The operator is concerned with user terminals, the traffic they generate,
and the means for providing acceptable access paths between them.

The type terminals, their geographic distribution, the volume and kind
of traffic generated by each terminal, as well as the required grade of service,
are important factors in any network design.

There is no foreseeable 1imit to the types and variations of terminals.
New types are continually being introduced. They range from the traditional
voice terminals consisting of a telephone handset with rotary or pushbutton dial,
to keyboard and printer terminals for teletypewriter and computer access, to
visual display terminals with cathode-ray tube or other optical readout. Many
terminals incorporate microprocessors and memory. Software programs add useful
intelligence and processing power to such "smart" terminals. A program addition
can change the character of the terminal to meet changing communications require-
ments or to adapt to new applications.
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The telephone handset is the most common terminal in use today. Over 500,000
telephone terminals with about 1 million telephone instruments (including extension
telephones) are projected to be in worldwide use by all U.S. military services in
the mid 1980's. Data terminals are experiencing their own relatively rapid growth
and could, over the same period, approach 50,000 terminals worldwide. Note that
this still is only 10% of the telephone terminal population.

There are approximately 1500 military access areas worldwide. Based on the
number of user terminals in each area, the areas range from small (<300 terminals),
to medium (300 to 3000 terminals), to large (>3000 terminals). Although the
majority of terminal types are telephones, they also include computer, teletype-
writers, facsimile, and a myriad of other terminals. Terminal densities vary
2 to over 10,000 per km2. The higher density cases offer
a variety of line concentration alternatives.

The estimated number of advanced terminals of different types can be derived
from numerous sources. For army bases worldwide, one recent estimate indicated

from less than 10 per km

200,000 Tocal automated offices, 10,000 management information systems, and
35,000 sensors and controls.

The volume, data rate, duration, and delivery delay for traffic generated by
various types of terminals is indicated in Table 3-4. Only nominal values are
shown in this table for most of the parameters. Actual values may depart con-
siderably from these nominal values. To be used, data rates must conform to the
DOD and general Federal Government standard rates for synchronous transmission.

The standards, such as MIL STD 188-100, basically establish rates at increments
of 75 x 2k bit per second for k =1, 2, ..., 75 or 800 x k bits per second for
k =1,2, 75 plus several exceptions, such as 19.2 and 50 kb/s. Thus the data
rate generated by any given terminal may vary over a fairly wide range. The
voice digitization rate depends on the process employed. At higher rates the
voice quality is generally higher for a given bit error rate over the channel.

The estimated characteristics for various access areas are given in Table 3-5
for areas with sizes ranging from very small (< 100 people) to very large (> 30,000
people) bases and including all of CONUS. Given the number of trunks, it is possible
to parametrically determine the total traffic intensity in average busy- hour Erlangs
per trunk. Results are shown in Table 3-6. A value of 0.5 E/trunk and a GOS of P =
0.07 seems to be a reasonable estimate for sizing the trunk groups.

Our projection for the total traffic in CONUS and to OCONUS in the 1990's is
indicated in Figure 3-4. This projection is based on estimates from a number of
sources. The traffic densities indicated include current levels of AUTOVON, FTS,
and WATS traffic on the DSN as well as expected increases due to computer-based
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Table 3-4.

Characteristics of Traffic Generated by Various Types of Terminals

Alpha Coded Text
Text Editing
Facsimile
No Gray Scale
Half Tone Photo
Color
Video
Picture Phone
Color TV

Slow Scan TV

3 x 10 bits/page
]03 bits/page

3 x 105 bits/page
3 x 106 bits/page
107 bits/page

continuous
continuous
continuous

75 b/s-9.6 kb/s
75 b/s-9.6 kb/s

4.8 kb/s
9.6 kb/s
1.5 Mb/s

6.3 Mb/s
30 Mb/s
100 Kkb/s

seconds to minutes
seconds to minutes

minutes
minutes
minutes

minutes
hours
minutes

Digital Rate Call Delivery
Volume (one-way) Duration Delay
Voice
PCM continuous bits 64 kb/s minutes <200 ms
CVsSD continuous bits 16 kb/s minutes <200 ms
LPC continuous bits 2.4 kb/s ‘minutes <200 ms .
Data
Data Base Update ]02 b/message 2.4-16 kb/s seconds seconds to minutes
Interactive 103 b/message 150 b/s-56 kb/s hours
(Bursts in
geconds) . seconds
Query/Response 104 bits/
transaction 150 b/s-9.6 kb/s seconds to minutes <1 second
Bulk 10°-108 bits/ )
transaction 100 b/s minutes to hours ‘minutes to hours |
Narrative

“minutes to hours

seconds

minutes to hours
minutes to hours
minutes to hours

<200 ms
seconds
minutes




Table 3-5. Estimated Characteristics of Access Areas

Very Small 100 35

Small - 300 100

Medium 3,000 1,000 50

Large 10,000 3,000 150

Very Large 30,000 10,000 500

CONUS 1.5-2.0 M 500,000 27 ,000%

*1982 estimate derived by Western Electric Co. (1982)
assuming 3% per annum AUTOVON growth and DDD/WATS/FX
traffic migration estimates.

Table 3-6. 1985 Traffic Intensity Estimates

Average BH Erlangs per Trunk

Access Size

0.3 0.5 0.7 0.9
Very Small 0.6 1 1.4 1.8
Small 1.5 2.5 3.5 4.5
Medium 15 25 35 45
Large 75 75 105 135
Very Large 150 250 350 450
CONUS g,100 13,500 1€,900 24,300
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Figure 3-4.
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Inter- and intragrea: traffic estimates for the DSN in 1990's era.




teleconferencing, data management, and data access systems. Such traffic estimates
are needed to determine overall DSN network capacities required to carry future
traffic loads with an acceptable grade of service. The accuracy of such

projection is discussed in the next section.

3.3 Estimation Accuracy For Future Traffic

A network can be efficiently sized if the traffic it must carry is known.
Traffic estimates in the future can only be based on present traffic data. Just
how accurate the present data must be is the subject here. Traffic needs are by
no means constant, but do change from year to year. Some of these changes are
predictable and can be planned for. Other changes occur at hard-to-predict times
and are apparently random in size. If that is so, an initial estimation error may
or may not be significant when compared with other random traffic factors of
military access area systems. As time goes on, the effects of the initial traffic
estimation error can be expected almost certainly to become increasingly insigni-
ficant.

Being limited in time and scope, this short study is not based on specific
DOD communications data. Instead, our chief source of trends and their variability
has been the Bell System Technical Journal (BSTJ) Special Issue on Loop Plant
(1978) and the U.S. Bureau of Census Statistical Abstract (1979). Using such
statistics as a general ballpark guide, we present a parametric approach that
demonstrates two things:

(1) Estimation accuracy with standard deviation of error less than or equal
to 5% may be adequate for initial DSN access area design planning.

(2) Given more precise military communication growth data, the same logic
and methodology could be used to improve on our initial 5% estimate.

A future traffic requirement, such as the offered busy-hour load for telephone
service, is expected to vary from year to year. For a typical access area, let its
mean yearly increment be u and let the variance of the yearly increment be 02.

After N =1, 2, 3, ... years, the traffic requirement is subject to variability that
grows as N2u2 + N02 with time.

In estimating the present value of said parameter, let one commit an unknown,
perhaps random, error. We denote the variance of this estimation error by oEz.
After a meaningful time period, one wants the natural variability to dominate the
impact of the initial estimation error. We postulate that a suitable period is
N =5 years. After 5 years, one requires that GEZ be no more than, say 10% of
Nzuz + ch. Such a condition puts an easily computable upper bound on op as a
function of w and o.
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The resultant constraint is plotted in Figure 3-5 as individual curves for
op = .05, .10, .15, and ,20. Figure 3-5 also shows two shaded regions identified
as A and D. Region A depicts typical annual growth for analog (i.e., voice, or
regular telephone) service for the military departments. Region D refers to data
or digital services. In our assessment, data has shown so large an annual varia-
bility that its planning can tolerate op = 20% initial estimation error. On the
other hand, the growth of telephone service has been more restricted, perhaps in
line with nationwide population, economics, military modernization, and 0&M trends.
To satisfy the "10%-within-5-years" objective, the analog services regire of in
the 5-10% range. The lowest value, namely op = 5%, seems 1like a safe bet and has
been quoted earlier as our answer to the accuracy question.

A pertinent question concerns the validity of regions A and D in Figure 3-5,
Qur sources are those listed in the reference section. By concentrating on .
available data from the 1970's and what little year-to-year and region-to-region
data there seems to be collected, we have constructed the statistical growth
factors of Table 3-7. Since the relative accuracy of the (u, o) numbers are
unknown, the table itself must be used with utmost care. Furthermore, there is
no real established relationship that would express the dependence of the desired
military traffic (u, o) on those (u, o)-s listed in Table 3-7. More scrutiny of
growth statistics may be advisable.

From the U.S. Bureau of the Census (1979) Abstract, our main statistics were
deduced from: :

Table No. 46, Mobility of the Population by States: 1970 and 1976 (p. 39)

Table No. 47, Mobility Status of the Population, by Race and Spanish Origin:

1975 - 1978 (p. 40)

Table No. 603, Department of Defense Personnel and Payroll: 1950 to 1978

| (p. 373)

Table No. 666, Labor Turnover Rates in Manufacturing: 1960 to 1978 (p. 402).
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Table 3-7. Approximate Mean and Standard Deviation Estimates
for Several Related Growth Factors

Estimate of
Statistical Growth Factor

! o
Mobility of U. S. Population 0.10 0.15
Growth of U. S. Population 0.08 0.04
Growth of U. S. Telephony 0.06 0.05
Growth of Military Telephony 0.04 0.06
Growth of DOD Personnel -0.05 NA
Growth of DOD 0&M Outlays 0.07 NA
Growth of U. S. Data Services 0.16 0.10
Growth of DOD Data Services 0.15 0.10

NA = Not Available
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3.4 Performance Requirements

The performance of telecommunications services in terms of quality of service
to the user is a key requirement. Performance can be described in many ways depend-
ing on the user's requirements and perception of the service. Generally, perform-
ance parameters are classified into two groups--system oriented (or engineering
parameters) and user-oriented (or subscriber parameters). This classification is
indicated in Figure 3-6 with further breakdowns noted on the figure.

Here our primary interest is on the user-oriented parameters since completion
of the user's mission is paramount.

"The rapid convergence of computer processing and communications coupled with
the recent trend toward competition and deregulation in the U.S. telecommunications
industry have created a need to specify and measure performance of telecommunicating
systems as seen by the user in a uniform, consistent manner. The Federal Government
and the American National Standards Institute (ANSI) have been working together to
meet that need through the development of user-oriented, system independent, per-
formance parameters and methods of measuring these parameters.

The initial emphasis has been on digital communication standards.

Two related data communication performance standards have been developed. The
first specifies a set of user-oriented performance parameters. That standard was
approved as Interim Federal Standard 1033 in 1979 and was subsequently adapted
for proposal as an American National Standard (ANS) by a task group of the American
National Standards Institute (ANSI Task Group X3S35). The proposed ANSI standard,
designated X3.102, was formally approved by ANSI's Board of Standards Review in
February of 1983 (ANSI, 1983). It is expected to replace Interim Federal Standard
1033, probably as a mandatory Federal Standard. During its trial period, Interim
1033 was applied successfully in several Federal procurements of public packet-
switching services.

The second standard, proposed Federal Standard 1043, specifies uniform methods
of measuring the standard performance parameters. An initial 1043 draft was com-
pleted in 1980 and an ANSI adaption, designated X3S35/135, is expected to be
completed in 1985. It will follow a review and approval path similar to that of
Interim 1033.

ANS X3.102 and its Federal counterpart are unique in providing a set of
performance parameters that may be used to describe any digital communication
service, irrespective of features such as topology, code, control protocol,
or other design characterizations. Because the performance parameters are system-
independent, they are useful in relating the performance needs of data communications
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users to the offered services. The measurement standard will exploit this
property by enabling users to compare performance among competing services.

Table 3-8a summarizes the 21 user-oriented performance parameters defined
in ANS X3.102. The parameters express performance relative to three primary
communication functions: access, user information transfer, and disengagement.

The parameters are of two basic types: primary parameters and ancillary
parameters. The primary parameters describe performance with respect to speed,
accuracy, and reliability. Thus they all fall within a matrix bounded by
access, information, and transfer on one side and by speed, accuracy, and relia-
bility on the other. The ancillary parameters describe the influence of user delays
on the primary "speed" parameters. These functions correspond to connection, data
transfer, and disconnection in connection-oriented services, but are also appli-
cable to connectionless services (e.g., electronic mail). They divide a data
communication session according to the user's perception of service and provide a
. structure for performance description.

In defining the parameters, each function was considered with respect to three
categories of results: successful performance, incorrect performance, and nonper-
formance. These possible results correspond closely with the three performance
criteria most frequently expressed by data communications users: speed, accuracy,
and reliability.

One or more primary parameters were defined to express performance of each
function-criterion pair. As an exémp]e, four primary parameters were defined for
the access function: one access-speed parameter (Access Time), one access-accuracy
parameter (Incorrect Access Probability), and two access-reliability parameters
(Access Denial Probability and Access Outage Probability). Access failures
attributable to the user (e.g., called user does not answer) were excluded.

The X3.102 parameters also include four ancillary parameters. Each ancillary
parameter relates to a primary speed parameter and expresses the fraction of the
performance time attributable to user delays. As an example, the primary parameter,
Access Time, normally includes delays attributable to the users (e.g., dialing time,
answer time, etc.) as well as delays attributable to the system (e.g., switching
time). The ancillary parameter, User Fraction of Access Time, expresses the average
fraction of total Access Time that is attributable to user delays. The ancillary
parameters remove user influence on the primary speed parameters and allow the
entity (user or system) responsible for nonperformance to be identified (e.g., access
timeouts).
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Table 3-8. Summary of ANS X3.102 Performance Parameters

a. Organization by function and performance criterion.
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For statistical estimation, the X3.102 parameters are most naturally classi-
fied as: time delay, time rate, and failure probability parameters. This
classification is shown in Table 3-8b. Note that the ancillary performance
parameters are classified with the delays.

Figure 3-7 illustrates the structure of the proposed measurement standard,
X3S35/135. The standard is divided into four parts. The first defines a procedure
to design experiments to measure the ANS X3.102 parameters. The second specifies
functional requirements for extraction of performance data. The third specifies
functional requirements for reduction of the data. The fourth specifies methods
of analyzing and reporting the ANS X3.102 performance data. See ANSI (1984) for
details on the proposed measurement standard.

Miles (1984) describes the design and use of an interactive computer pro-
gram that relates the measurement precision of the ANSI X3S35/135 narameters to
sample size. This greatly simplifies the measurement process in terms of run
length and test result reporting. Statistical theory is used to determine the
minimum sample size necessary to achieve a desired precision based on knowledge
of the dispersion and the dependence among sample values. This can result in sub-
stantial cost savings in testing. The sample is analyzed by calculating its mean
value and determining the interval about this estimate within which a true mean
can be expected to fall with a certain level of confidence.

3.4.17 Analog System Performance Parameters

In order to assess speech quality in a quantitative manner, it is important to
determine how quality assessment measures are chosen. Both subjective and objective
measures have been used. Flanagan, et al. (1979) related speech digitization rates and
speech quality as follows:

Speech Quality Digitization Rate
commentary - >64 kb/s

tol1l 12 kb/s to 64 kb/s
communications 6 kb/s to 12 kb/s
synthetic <6 kb/s

Subjective measures based on opinion rating methods and articulation scores are
described by Kitawaki, et al. (1984).
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Most of the user-oriented parameters for data communications can also be
applied to analog voice systems, except for the information transfer phase.
Certainly, criteria like access time and access denial (or blocking grade of
service) still pertain, but voice intelligibility, naturalness, and recogniza-
bility are subjective terms for which objective standards remain to be developed.

Some work is being done on subjective evaluations method standardization by
the IEEE. It pertains to voice-band codecs. Also, CCITT Study Group XII has
proposed a reference unit for speech correlated noise. A summary of this work
is given in Kitawaki, et al. (1984). The problem with objective measurements is
that none have been found to be both highly correlated with the results of
human preference tests and at the same time are compactly computable.

W.J. Hartman addresses the question of selecting analog service parameters and
their measurement methods in Nesenbergs, et al. (1981), chapter 6. He recommends
four basic parameters for the transfer phase of voice systems, namely intelligi-
bility, acceptability, speaker recognition, and delay.

Table 3-9 lists these parameters for the transfer phase. This table also
includes the pertinent parameters listed previously for the accéss and disengagement
phases.

3.4.2 Assignment of Values to Performance Parameters

The assignment of numerical values to the user-oriented performance para-
meters defined above should ideally be done by user groups in the MILDEPS.
Based on these values, system engineering specifications for the network could
then be developed.

This process of translating user-oriented parameter values to corresponding
technical (engineering-oriented) system specifications has only been studied in part
and much work remains to be done. See Nesenbergs, et al. (1981). In addition,
neither the parameters themselves nor their values for analog information sources
are well defined. In spite of these limitations, we have included Tables 3-10
and 3-11 to illustrate typical values for some of the parameters. Table 3-10
includes all of the primary performance parameters for one digital service mode
used in AUTODIN, namely, the host computer program to high-speed terminal appli-
cation.

Table 3-11 Tists some of the values for an analog source, namely, voice
(telephaony) transfer. The values given apply to existing DCS systems. Many networks
specify different blocking probabilities during the user's phase for denial
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Table 3-9. Analog Service Performance Parameters

w N —
« o o

O 0o

10.
11.
12.

— it —
e w
e o o

Part A - Primary Parameters
Access Time
Incorrect Access Probability
Access Denial Probability
Intelligibility
(a) Normalized Energy
(b) Log Area Ratios
(¢) Short-Term S/N
(d) Band-weighted S/N
Acceptability
(a) Normalized Energy
(b) Log Area Ratios
(c) Short-Term S/N
(d) Band-weighted S/N
Speaker Recognition
(e) Computer Speaker Recognition
Delay
(f) Round Trip Delay

Disengagement Time
Disengagement Denial Probab111ty

Part B - Secondary Parameters
Service Time Between QOutages
Outage Duration
Outage Probability

Part C - Ancillary Parameters

User Access Time Fraction
User Delay Time Fraction
User Disengagement Time Fraction
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Table 3-10. Tentative Values for a Digital Service
ﬁerformance Criterion
Function
Efficiency or Speed Accuracy Reliability
[~
Access 1. Access Time 2. Incorrgc; Access 3. Access Denial
0.10 s (Mean) Prg?gblllty Pr?gab1]1ty
0.15 s (0.9-Perc.) 10 1077 (at 0.3s)°
Bit Transfer 4. Bit Transfer Time 5. Bit Error Prob. 8. Bit Loss
0.5 s ]0-10 Probability
]0-]]
6. Bit Misdel. Prob.
]0-11
7. Extra Bit Prob.
]0']]
Block 9. Block Transfer 10. Block Error Prob. | 13. Block Loss
Transfer Time ]0-9 Probability
0.5 s 3. 107 1
11. Block Misdel.
Prob.
1072
12. Extra Block Prob.
10710
Message 14. Bit Trans. Rate
Transfer 8510 b/s
15. Block Trans. Rate
8510/n* blocks/s
16. Bit Rate Eff.
50%
17. Block Rate Eff.
50%
Disengagement 18. Diseng. Time 19. Diseng. Denial Probability
0.05 s (Mean) 10'3 (at 0.15 s)
0.10 s (0.9-Perc.)
*n = number of bits per block.
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Analog Sources

Table 3-11. Typical Ranges of Values for Key Performance Parameters

Lower Bound

Upper Bound

Access Phase

Access Time

Flash Override
Flash

o O

o Immediate

o

Priority

0 Routine

Access Denial

> Flash
< Flash

Transfer Phase

Intelligibility
Recognizability
Acceptability
Terrestrial Delay
Satellite Delay

Disengagement Phase

o Time
o Denial Probability

Secondary Parameters

0 End-to-End Availability

10s for
90% of calls

10s for
90% of calls

10s for
90% of calls

10s for
90% of calls

0.001

not specified
not specified
not specified

2s

20s for
99% of calls

20s for

99% of calls

20s for
99% of calls

20s for
99% of calls

0. 0001
0.1

toll quality

50 ms

2.5 ms
N/A 300 ms
unknown
unknown
0.90 0.990
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probability, i.e., the GOS. Typically, this may be P(0.1) for outward calls plus
P(0.05) for inward calls on a telephone network. This difference results from
the progressive control systems used. In such systems it is preferable to block
calls early rather than near the end of the path, so circuits and facilities are
not tied up. Common channel signaling eliminates this requirement since pro-
gressive control is not used.

Items left blank or marked unknown such as voice recognizability, voice
acceptability, and disengagement denial probability are yet to be determined.
As noted previously, the objective voice measures have not yet been developed
and accepted by the standards-making community.
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3.5 Performance Under Stress

The performance parameters defined in the previous section may not all be
pertinent to every military user. Some missions may depend on one set and others
on a different set. The values may also be different for different communities of
interest or mission groups. In addition, the environments in which a group
operates can change. Here we examine that environment from the military standpoint.
Qur discussion is based on the five stress levels defined by DCA.

The stress levels are listed below along with the priority for each and an
explanation of the primary role of the DSN-at that Tevel.

STRESS LEVEL PRIMARY DSN PRIORITY
ROLE
1 Peacetime Readiness Support Command and Control 4

functions and intelligence
traffic plus DOD admini-
strative users

2 Crisis and Preattack Above plus surge requirements, 1
and Theater Non- handled according to
nuclear War established precedence
3 Early Transattack Support critical CZ -2
(Few weapons, possibly traffic
HEMP)
4 Massive Nuclear Attack No capability assured, 5

provide support as able

5 Post Attack Contribute to reconstitution 3
of national networks

The DSN is expected to support critical traffic and routine traffic through
stress levels 1 and 2. It should have sufficient capacity to withstand various surge
requirements and overload conditions. This excess capacity can be obtained by alter-
nate routing and rich connectivity to various transmission facilities. During stress
level 3 (early transattack) the DSN should support critical user traffic. This
requires high-altitude electromagnetic pulse (HEMP) hardening, as well as net-
work diversity with reconfiguration capabilities for cases of minor damage.

The DSN must also assist in reconstructing the National Communication System
in stress level 5 (after a massive attack). This can be accomplished by
interconnecting surviving fragments of many networks by various means.
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Some performance objectives for the DSN under stress were developed by a
technical working group of Government and industry representatives. Results are
given in Western Electric Co. (1982) and are summarized here,

The DSN should provide assured service (i.e., essentially nonblocking
service) for critical users when there is no damage (stress levels 1 &.2)
and under all traffic load conditions. Endurable service (i.e., essentially
nonblocking given connectivity) is to be provided when there is minor damage
or system failures independent of traffic load conditions. Traffic may be
congested over the entire network causing a general overload (as on Mothers
Day)'or it may be congested in only a portion of the network, causing a focused
overload condition (as during the recent Los Angeles earthquake).

The performance objectives for critical users under assured and endurable
service conditions are as follows:

Access Time

End-to-End (End of dialing
Type of Service Blocking Probability to ringing )
assured “p = 0.001 < 10 seconds
(Tevel 1 & 2)
endurable p = 0.001 < 20 seconds
(level 3) (given connectivity) (given connectivity)

Required service features or functions for these critical users for both
assured and endurable services included:
- end-to-end voice communication (tol1l quality POTS)

- precedence/preemption capability (essentially nonblocking for
critical users)

- originating call screening

- authorization code

- interoperation between commercial and private nets

- interface to AUTOVON

- offnet to PSTN and PSTN to DSN

- off-hook service (no dialing to designated stations)
- teleconferencing

- facility selection (underground, digital).
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We assume that the total engineered capacity of the DSN long-haul network
is 10,000 Erlangs. This is twice the traffic load carried on AUTOVON in 1982
and allows for future growth and the access of certain nonmilitary critical
users. It has been estimated that there are probably less than 5,000 critical
users in CONUS, including military, Government and civilian personnel. Critical
user traffic on AUTOVON during peacetime is about 3% of the total. If one
includes other nonmilitary critical users this could increase by a factor of
2, to 6% of the total (i.e., 600E) during a normal busy hour. Under stress
conditions the total traffic carried on the network can be no more than its
total engineered capacity of 10,000 Erlangs. This "worst-case" situation is a
conservative value that can be used for a general overload condition. For
focused overloads, the average value assumed is twice the normal busy-hour load
or 2 X 600 = 1,200E. These are twice the values given by Western Electric Co.
(1981), to account for growth and nonmilitary users on the DSN. Results are
summarized in Figure 3-8.

The traffic loads indicated on this figure are for the traffic the
long-haul networks is expected to carry in the 1990 era. This traffic is offered
by critical users- military, government and civilian -who are distributed nonuni-
formly throughout CONUS. It is the traffic that must be handled by the tandem
switching nodes and the transmission and control assets of the DSN. Intra-access
area traffic, which consists of local critical-user traffic on a military base,
is not included.

The average traffic load per main-line telephone in the United States is
about 0.08 Erlangs per main-line phone. For military bases one can assume above
average use of 0.1 Erlangs, corresponding to an average of two 3-minute calls
per phone. The 10,000 Erlangs of DSN traffic load would be generated by 100,000
telephone stations conversing long distance with 100,000 others. Since long
distance calls are typically 20% of the total calls, the local traffic comprises
the other 80%. This means that 400,000 telephone stations must be conversing
with anqther 400,000 and the local lines are carrying around 40,000 Erlangs. The
situation is depicted in Figure 3-9. The total number of main-line phones is one
million and the total traffic load is 50,000 Erlangs of which 80% is local traffic.
This local traffic must be handled by the PBX's, DCO's, and local lines on either
the military bases or within access areas.

At a given post, camp, or station, the traffic situation looks like that illus-
trated by Figure 3-10. Here 80% of the traffic remains on site. The other 20%
consists of 7% arriving from outside and terminating on the site, 8% originating
on the site but with an outside destination, and 5% being relayed to other sites.

This is just one of many possible traffic scenarios.
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4. NETWORK ARCHITECTURAL CONCEPTS
A network's "architecture" defines the functions that the network combonents
are to perform., The architecture provides the framework for routing traffic, end-
to-end procedures for recovering data, message security, and protocols at all

levels. Thus, the architecture is distinguished from a network's "implementation,"

which defines exactly what hardware and software is used. In this section we are
concerned with the major network architectural concepts--namely the topology,
switching hierarchy, and control signaling. First we define some architectures
that are either in current use today or are planned for the near future. Later on
we present a concept that merits consideration for the access area and for the

DSN Tong-haul network because of its cost effectiveness under the unique military
requirement of survivability.

4.1 Hierarchal Architectures

A network architecture normally used by the common carrier industry is a
hierarchal structure typified by the diagram in Figure 4-1. The switching nodes
at each Tevel in this hierarchy perform separate and distinct functions. The
first and Towest level consists of the user terminals. These terminals (e.qg.,
telephone handsets) connect to the next level via station Toops. The network
functions at this level are the familiar telephone Toop functions. The next
level in this architecture involves the PABX, where the initial switching,
processing and control functions take place. This is the level where service
features seen by the users are generated. The PABX's are connected to the third
switching level via local trunks. This third level involves central office
switching and trunking to the long-haul networks. The long-haul switches are
shown as level four. They serve as both toll and tandem switches.

An example of this type of hierarchal structure with even more levels is
depicted in Figure 4-2. This is the familiar toll switching hierarchy of the
public switched telephone network. Various circles, hexagons, triangles, and
squares denote switching offices, centers, or points. The darkened offices are
those serving either end subscribers or supporting lower level switching machines,
such as PABX, RSU, and other customer owned terminal support or concentration
facilities. The largest majority of subscribers are homed to these Class 5 End
Offices. The EO's in turn can have trunks to just about every class of
switching nodes, such as local tandem, EO plus local tandem, Class 4X
Intermediate Point (IP), Class 4 Toll Center (TC), or Toll Point (TP),

Class 3 Primary Center (PC) or Point (PP), Class 2 Sectional Center (SC)
or Point (SP), and at the tip of the hierarchy, to the Class 1 Regional
Center (RC) or Point (RP).
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The general connectivity of the toll network is not far removed from a
star topology. At the loosely defined center of the star, the final route
is provided through the regional centers R. There are 10 regions and 10
regional centers. The numbers of other class facilities are given in Table 4-1.
A call may proceed (i.e., be routed) through just about all the switch
classes, as directed by CCIS and alternate routing arrangements. Alternate
routing is sometimes associated with the Least Cost Routing (LCR) "for the
user," but that phrase is somewhat misleading. Alternate routing can instead
be viewed as a method of alleviating trunk group congestion, improving inter-
switch blocking GOS, carrying more traffic through the trunk network, and thus
producing more revenue for the Bell System, at the given investment in the overall
facilities. It helps the end-to-end GOS of the subscribers as a secondary effect.
This multilevel hierarchal network is gradually being replaced by a net-
work structure having two parts: a hierarchal part and a dynamic, nonhierarchal
routing (DNHR) part. The basic structure is described by Ash and Mummert (1984)
and is shown in Figure 4-3. The nonhierarchal nodes contain No 4 ESS switches
and common channel signaling. Al1 switches perform equal functions. Ultimately
the DNHR network in the United States will contain 140 such switches. The routing
